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Plan: The United States federal government should offer power purchase agreements to companies that generate electricity from small modular reactors in the United States.

Contention One: the Heat is On

Global Warming is happening – most recent and best evidence concludes that it is human induced 
Muller 7-28-2012 [Richard, professor of physics at the University of California, Berkeley, and a former MacArthur Foundation fellow, “The Conversion of a Climate-Change Skeptic”, http://www.nytimes.com/2012/07/30/opinion/the-conversion-of-a-climate-change-skeptic.html?pagewanted=all]

CALL me a converted skeptic. Three years ago I identified problems in previous climate studies that, in my mind, threw doubt on the very existence of global warming. Last year, following an intensive research effort involving a dozen scientists, I concluded that global warming was real and that the prior estimates of the rate of warming were correct. I’m now going a step further: Humans are almost entirely the cause. My total turnaround, in such a short time, is the result of careful and objective analysis by the Berkeley Earth Surface Temperature project, which I founded with my daughter Elizabeth. Our results show that the average temperature of the earth’s land has risen by two and a half degrees Fahrenheit over the past 250 years, including an increase of one and a half degrees over the most recent 50 years. Moreover, it appears likely that essentially all of this increase results from the human emission of greenhouse gases. These findings are stronger than those of the Intergovernmental Panel on Climate Change [IPCC], the United Nations group that defines the scientific and diplomatic consensus on global warming. In its 2007 report, the I.P.C.C. concluded only that most of the warming of the prior 50 years could be attributed to humans. It was possible, according to the I.P.C.C. consensus statement, that the warming before 1956 could be because of changes in solar activity, and that even a substantial part of the more recent warming could be natural. Our Berkeley Earth approach used sophisticated statistical methods developed largely by our lead scientist, Robert Rohde, which allowed us to determine earth land temperature much further back in time. We carefully studied issues raised by skeptics: biases from urban heating (we duplicated our results using rural data alone), from data selection (prior groups selected fewer than 20 percent of the available temperature stations; we used virtually 100 percent), from poor station quality (we separately analyzed good stations and poor ones) and from human intervention and data adjustment (our work is completely automated and hands-off). In our papers we demonstrate that none of these potentially troublesome effects unduly biased our conclusions. The historic temperature pattern we observed has abrupt dips that match the emissions of known explosive volcanic eruptions; the particulates from such events reflect sunlight, make for beautiful sunsets and cool the earth’s surface for a few years. There are small, rapid variations attributable to El Niño and other ocean currents such as the Gulf Stream; because of such oscillations, the “flattening” of the recent temperature rise that some people claim is not, in our view, statistically significant. What has caused the gradual but systematic rise of two and a half degrees? We tried fitting the shape to simple math functions (exponentials, polynomials), to solar activity and even to rising functions like world population. By far the best match was to the record of atmospheric carbon dioxide (CO2), measured from atmospheric samples and air trapped in polar ice. 

CO2 is the primary driver of climate change – outweighs all alt causes
Vertessy and Clark 3-13-2012 [Rob, Acting Director of Australian Bureau of Meteorology, and Megan, Chief Executive Officer at the Commonwealth Scientific and Industrial Research Organisation, “State of the Climate 2012”, http://theconversation.edu.au/state-of-the-climate-2012-5831]

Carbon dioxide (CO2) emissions account for about 60% of the effect from anthropogenic greenhouse gases on the earth’s energy balance over the past 250 years. These global CO2 emissions are mostly from fossil fuels (more than 85%), land use change, mainly associated with tropical deforestation (less than 10%), and cement production and other industrial processes (about 4%). Australia contributes about 1.3% of the global CO2 emissions. Energy generation continues to climb and is dominated by fossil fuels – suggesting emissions will grow for some time yet. CO2 levels are rising in the atmosphere and ocean. About 50% of the amount of CO2 emitted from fossil fuels, industry, and changes in land-use, stays in the atmosphere. The remainder is taken up by the ocean and land vegetation, in roughly equal parts. The extra carbon dioxide absorbed by the oceans is estimated to have caused about a 30% increase in the level of ocean acidity since pre-industrial times. The sources of the CO2 increase in the atmosphere can be identified from studies of the isotopic composition of atmospheric CO2 and from oxygen (O2) concentration trends in the atmosphere. The observed trends in the isotopic (13C, 14C) composition of CO2 in the atmosphere and the decrease in the concentration of atmospheric O2 confirm that the dominant cause of the observed CO2 increase is the combustion of fossil fuels. 

The rate of climate change prevents adaptation
Romm ’07 [Joseph, Senior Fellow at Center for American Progress, Aug 29, “Hurricane Katrina and the Myth of Global Warming Adaptation,” http://gristmill.grist.org/story/2007/8/29/94352/7786]

If we won't adapt to the realities of having one city below sea level in hurricane alley, what are the chances we are going to adapt to the realities of having all our great Gulf and Atlantic Coast cities at risk for the same fate as New Orleans -- since sea level from climate change will ultimately put many cities, like Miami, below sea level? And just how do you adapt to sea levels rising 6 to 12 inches a decade for centuries, which well may be our fate by 2100 if we don't reverse greenhouse-gas emissions trends soon. Climate change driven by human-caused GHGs is already happening much faster than past climate change from natural causes -- and it is accelerating.

Even if adaptation was possible – non-linear impacts disrupt the process
Mazo 2010 [Jeffrey Mazo, Managing Editor, Survival and Research Fellow for Environmental Security and Science Policy at the International Institute for Strategic Studies in London, 3-2010, “Climate Conflict: How global warming threatens security and what to do about it,” pg. 29]

This latter aspect, the rate of change, is a critical factor in terms of adapting to climate change. Although some states and societies will be better able to adapt to change than others, regardless of how resilient a given society is there will always be some point at which its efforts would be overwhelmed by the pace of change. Changes in climate - long-term wind and rainfall patterns, daily and seasonal temperature variations, and so on - will produce physical effects such as droughts, floods and increasing severity of typhoons and hurricanes, and ecological effects such as changes in the geographical range of species (including disease-causing organisms, domesticated crops and crop pests). These physical changes in turn may lead to effects such as disruption of water resources, declining crop yields and food stocks, wildfires, severe disease outbreaks, and an increase in numbers of refugees and internally displaced persons.4

Positive feedbacks ensure runaway warming, causes extinction
Speth 2008 [James, dean of the Yale School of Forestry and Environmental Studies at Yale University, New Haven, Connecticut. Currently he serves the school as the Carl W. Knobloch, Jr. Dean and Sara Shallenberger Brown Professor in the Practice of Environmental Policy, The Bridge @ the Edge of the World, pg. 26]

The possibility of abrupt climate change is linked to what may be the most problematic possibility of all—"positive" feedback effects where the initial warming has effects that generate more warming. Several of these feedbacks are possible. First, the land's ability to store carbon could weaken. Soils and forests can dry out or burn and release carbon; less plant growth can occur, thus reducing nature's ability to remove carbon from the air. Second, carbon sinks in the oceans could also be reduced due to ocean warming and other factors. Third, the potent greenhouse gas methane could be released from peat bogs, wetlands, and thawing permafrost, and even from the methane hydrates in the oceans, as the planet warms and changes. Finally, the earth's albedo, the reflectivity of the earth's surface, is slated to be reduced as large areas now covered by ice and snow diminish or are covered by meltwater. All these effects would tend to make warming self-reinforcing, possibly leading to a greatly amplified greenhouse effect. The real possibility of these amplifying feedbacks has alarmed some of our top scientists. James Hansen, the courageous NASA climate scientist, is becoming increasingly outspoken as his investigations lead him to more and more disturbing conclusions. He offered the following assessment in 2007: "Our home planet is now dangerously near a 'tipping point.' Human-made greenhouse gases are near a level such that important climate changes may proceed mostly under the climate system's own momentum. Impacts would include extermination of a large fraction of species on the planet, shifting of climatic zones due to an intensified hydrologic cycle with effects on freshwater availability and human health, and repeated worldwide coastal tragedies associated with storms and a continuously rising sea level. .. . "Civilization developed during the Holocene, a period of relatively tranquil climate now almost 12,000 years in duration. The planet has been warm enough to keep ice sheets off North America and Europe, but cool enough for ice sheets on Greenland and Antarctica to be stable. Now, with rapid warming of o.6°C in the past 30 years, global temperature is at its warmest level in the Holocene. "This warming has brought us to the precipice of a great 'tipping point” If we go over the edge, it will be a transition to 'a different planet,' an environment far outside the range that has been experienced by humanity. There will be no return within the lifetime of any generation that can be imagined, and the trip will exterminate a large fraction of species on the planet.

Failure to cut fossil fuels in the next 20 years puts us past the tipping point 
Leahy, ’11 (Stephen, Independent environmental journalist for 16 years, “Permafrost Melt Soon Irreversible Without Major Fossil Fuel Cuts”, Feb 21, http://www.countercurrents.org/leahy210911.htm, CMR) 
UXBRIDGE - Thawing permafrost is threatening to overwhelm attempts to keep the planet from getting too hot for human survival. Without major reductions in the use of fossil fuels, as much as two-thirds of the world's gigantic storehouse of frozen carbon could be released, a new study reported. That would push global temperatures several degrees higher, making large parts of the planet uninhabitable. Once the Arctic gets warm enough, the carbon and methane emissions from thawing permafrost will kick-start a feedback that will amplify the current warming rate, says Kevin Schaefer, a scientist at the National Snow and Ice Data Center (NSIDC) in Boulder, Colorado. That will likely be irreversible. And we're less than 20 years from this tipping point. Schaefer prefers to use the term "starting point" for when the 13 million square kilometres of permafrost in Alaska, Canada, Siberia and parts of Europe becomes a major new source of carbon emissions

Contention Two: Extinction

Scenario A is Agriculture 
Even a small rise in global temperature would lead to mass starvation despite CO2 fertilization resulting in extinction
Robert Strom, Professor Emeritus of planetary sciences in the Department of Planetary Sciences at the University of Arizona, 2007 (studied climate change for 15 years, the former Director of the Space Imagery Center, a NASA Regional Planetary Image Facility, “Hot House”, SpringerLink, p. 211-216)
THE future consequences of global warming are the least known aspect of the problem. They are based on highly complex computer models that rely on inputs that are sometimes not well known or factors that may be completely unforeseen. Most models assume certain scenarios concerning the rise in greenhouse gases. Some assume that we continue to release them at the current rate of increase while others assume that we curtail greenhouse gas release to one degree or another. Furthermore, we are in completely unknown territory. The current greenhouse gas content of the atmosphere has not been as high in at least the past 650,000 years, and the rise in temperature has not been as rapid since civilization began some 10,000 years ago. What lies ahead for us is not completely understood, but it certainly will not be good, and it could be catastrophic. We know that relatively minor climatic events have had strong adverse effects on humanity, and some of these were mentioned in previous chapters. A recent example is the strong El Nin~o event of 1997-1998 that caused weather damage around the world totaling $100 billion: major flooding events in China, massive fires in Borneo and the Amazon jungle, and extreme drought in Mexico and Central America. That event was nothing compared to what lies in store for us in the future if we do nothing to curb global warming. We currently face the greatest threat to humanity since civilization began. This is the crucial, central question, but it is very difficult to answer (Mastrandea and Schneider, 2004). An even more important question is: "At what temperature and environmental conditions is a threshold crossed that leads to an abrupt and catastrophic climate change?'' It is not possible to answer that question now, but we must be aware that in our ignorance it could happen in the not too distant future. At least the question of a critical temperature is possible to estimate from studies in the current science literature. This has been done by the Potsdam Institute for Climate Impact Research, Germany's leading climate change research institute (Hare, 2005). According to this study, global warming impacts multiply and accelerate rapidly as the average global temperature rises. We are certainly beginning to see that now. According to the study, as the average global temperature anomaly rises to 1 °C within the next 25 years (it is already 0.6'C in the Northern Hemisphere), some specialized ecosystems become very stressed, and in some developing countries food production will begin a serious decline, water shortage problems will worsen, and there will be net losses in the gross domestic product (GDP). At least one study finds that because of the time lags between changes in radiative forcing we are in for a 1 °C increase before equilibrating even if the radiative forcing is fixed at today's level (Wetherald et al., 2001). It is apparently when the temperature anomaly reaches 2 °C that serious effects will start to come rapidly and with brute force (International Climate Change Taskforce, 2005). At the current rate of increase this is expected to happen sometime in the middle of this century. At that point there is nothing to do but try to adapt to the changes. Besides the loss of animal and plant species and the rapid exacerbation of our present problems, there are likely to be large numbers of hungry, diseased and starving people, and at least 1.5 billion people facing severe water shortages. GDP losses will be significant and the spread of diseases will be widespread (see below). We are only about 30 years away from the 440 ppm CO2 level where the eventual 2'C global average temperature is probable. When the temperature reaches 3 'C above today's level, the effects appear to become absolutely critical. At the current rate of greenhouse gas emission, that point is expected to be reached in the second half of the century. For example, it is expected that the Amazon rainforest will become irreversibly damaged leading to its collapse, and that the complete destruction of coral reefs will be widespread. As these things are already happening, this picture may be optimistic. As for humans, there will be widespread hunger and starvation with up to 5.5 billion people living in regions with large crop losses and another 3 billion people with serious water shortages. If the Amazon rainforest collapses due to severe drought it would result in decreased uptake of CO2 from the soil and vegetation of about 270 billion tons, resulting in an enormous increase in the atmospheric level of CO2. This, of course, would lead to even hotter temperatures with catastrophic results for civilization. A Regional Climate Change Index has been established that estimates the impact of global warming on various regions of the world (Giorgi, 2006). The index is based on four variables that include changes in surface temperature and precipitation in 2080-2099 compared to the period 1960-1979. All regions of the world are affected significantly, but some regions are much more vulnerable than others. The biggest impacts occur in the Mediterranean and northeastern European regions, followed by high-latitude Northern Hemisphere regions and Central America. Central America is the most affected tropical region followed by southern equatorial Africa and southeast Asia. Other prominent mid-latitude regions very vulnerable to global warming are eastern North America and central Asia. It is entirely obvious that we must start curtailing greenhouse gas emissions now, not 5 or 10 or 20 years from now. Keeping the global average temperature anomaly under 2'C will not be easy according to a recent report (Scientific Expert Group Report on Climate Change, 2007). It will require a rapid worldwide reduction in methane, and global CO2 emissions must level off to a concentration not much greater than the present amount by about 2020. Emissions would then have to decline to about a third of that level by 2100. Delaying action will only insure a grim future for our children and grandchildren. If the current generation does not drastically reduce its greenhouse gas emission, then, unfortunately, our grandchildren will get what we deserve. There are three consequences that have not been discussed in previous chapters but could have devastating impacts on humans: food production, health, and the economy. In a sense, all of these topics are interrelated, because they affect each other. Food Production Agriculture is critical to the survival of civilization. Crops feed not only us but also the domestic animals we use for food. Any disruption in food production means a disruption of the economy, government, and health. The increase in CO2 will result in some growth of crops, and rising temperatures will open new areas to crop production at higher latitudes and over longer growing seasons; however, the overall result will be decreased crop production in most parts of the world. A 1993 study of the effects of a doubling of CO2 (550 ppm) above pre-industrial levels shows that there will be substantial decreases in the world food supply (Rosenzweig et al., 1993). In their research they studied the effects of global warming on four crops (wheat, rice, protein feed, and coarse grain) using four scenarios involving various adaptations of crops to temperature change and CO2 abundance. They found that the amount of world food reduction ranged from 1 to 27%. However, the optimistic value of 1% is almost certainly much too low, because it assumed that the amount of degradation would be offset by more growth from "CO2 fertilization." We now know that this is not the case, as explained below and in Chapter 7. The most probable value is a worldwide food reduction between 16 and 27%. These scenarios are based on temperature and CO2 rises that may be too low, as discussed in Chapter 7. However, even a decrease in world food production of 16% would lead to large-scale starvation in many regions of the world. Large-scale experiments called Free-Air Concentration Enrichment have shown that the effects of higher CO2 levels on crop growth is about 50% less than experiments in enclosure studies (Long et al., 2006). This shows that the projections that conclude that rising CO2 will fully offset the losses due to higher temperatures are wrong. The downside of climate change will far outweigh the benefits of increased CO2 and longer growing seasons. One researcher (Prof. Long) from the University of Illinois put it this way: Growing crops much closer to real conditions has shown that increased levels of carbon dioxide in the atmosphere will have roughly half the beneficial effects previously hoped for in the event of climate change. In addition, ground-level ozone, which is also predicted to rise but has not been extensively studied before, has been shown to result in a loss of photosynthesis and 20 per cent reduction in crop yield. Both these results show that we need to seriously re-examine our predictions for future global food production, as they are likely to be far lower than previously estimated. Also, studies in Britain and Denmark show that only a few days of hot temperatures can severely reduce the yield of major food crops such as wheat, soy beans, rice, and groundnuts if they coincide with the flowering of these crops. This suggests that there are certain thresholds above which crops become very vulnerable to climate change. The European heat wave in the summer of 2003 provided a large-scale experiment on the behavior of crops to increased temperatures. Scientists from several European research institutes and universities found that the growth of plants during the heat wave was reduced by nearly a third (Ciais et al., 2005). In Italy, the growth of corn dropped by about 36% while oak and pine had a growth reduction of 30%. In the affected areas of the mid- west and California the summer heat wave of 2006 resulted in a 35% loss of crops, and in California a 15% decline in dairy production due to the heat-caused death of dairy cattle. It has been projected that a 2 °C rise in local temperature will result in a $92 million loss to agriculture in the Yakima Valley of Washington due to the reduction of the snow pack. A 4'C increase will result in a loss of about $163 million. For the first time, the world's grain harvests have fallen below the consumption level for the past four years according to the Earth Policy Institute (Brown, 2003). Furthermore, the shortfall in grain production increased each year, from 16 million tons in 2000 to 93 million tons in 2003. These studies were done in industrialized nations where agricultural practices are the best in the world. In developing nations the impact will be much more severe. It is here that the impact of global warming on crops and domestic animals will be most felt. In general, the world's most crucial staple food crops could fall by as much as one-third because of resistance to flowering and setting of seeds due to rising temperatures. Crop ecologists believe that many crops grown in the tropics are near, or at, their thermal limits. Already research in the Philippines has linked higher night-time temperatures to a reduction in rice yield. It is estimated that for rice, wheat, and corn, the grain yields are likely to decline by 10% for every local 1 °C increase in temperature. With a decreasing availability of food, malnutrition will become more frequent accompanied by damage to the immune system. This will result in a greater susceptibility to spreading diseases. For an extreme rise in global temperature (> 6 'C), it is likely that worldwide crop failures will lead to mass starvation, and political and economic chaos with all their ramifications for civilization.




Scenario B is Biodiversity 

[bookmark: _Toc202684514]Warming collapses it
Bellard et al 2012 [Ce ́line Bellard, Cleo Bertelsmeier, Paul Leadley, Wilfried Thuiller and Franck Courchamp, “Impacts of climate change on the future of Biodiversity,” Ecology Letters, 15: 365–377, online]

Ecologists are developing a better understanding of the mechanisms by which species and ecosystems can be impacted by climate change. The timing of species life cycle events is expected to be further altered, species distributions will change radically, trophic networks will be affected and ecosystem functioning may be severely impaired, leading in the worst cases to countless species extinctions. Over the past decades, some of this understanding has been effectively translated into mathematical models that can be used to forecast climate change impacts on species distributions, abundance and extinctions. These models are characterised by their high diversity of underlying structures and assumptions, with predictions differing greatly depending on the models used and species studied. Most of these models indicate alarming consequences for Biodiversity with worst-case scenarios leading to extinction rates that would qualify as the sixth mass extinction in the history of the earth (Barnosky et al. 2011). However, all current approaches have serious weaknesses. An evaluation of known mechanisms of climate impacts on Biodiversity suggests that the lack of several key mechanisms in models may lead to either very large underestimations or overestimations of risks for Biodiversity. Improvements in existing models and, in particular, a new generation of models must address the shortcomings of current models to reduce uncertainties. It is also crucial to improve our understanding of the vulnerability of Biodiversity to climate change, to develop other predictive approaches and to go beyond predictions.

Extinction
CASBRC, 2001 (California Academy of Sciences Biodiversity Resource Center, “Threats To Biodiversity”, http://researcharchive.calacademy.org/research/library/biodiv/biodiversity_defined.html)

Currently, more than 10,000 species become extinct each year and while precise calculation is difficult, it is certain that this rate has increased alarmingly in recent years. The central cause of species extinction is destruction of natural habitats by human beings. Human survival itself may depend upon reversing this accelerating threat to species diversity. Among the millions of undescribed species are important new sources of food, medicine and other products. When a species vanishes, we lose access to the survival strategies encoded in its genes through millions of years of evolution. We lose the opportunity to understand those strategies which may hold absolutely essential options for our own future survival as a species. And we lose not only this unique evolutionary experience, but emotionally, we lose the unique beauty, and the unique spirit, which mankind has associated with that life form. Many indigenous human cultures have also been driven to extinction by the same forces which have destroyed and continue to threaten non-human species. It is estimated that since 1900 more than 90 tribes of aboriginal peoples have gone extinct in the Amazon Basin. Nearly every habitat on earth is at risk: the rainforests and coral reefs of the tropics, the salt marshes and estuaries of our coastal regions, the tundra of the circumpolar north, the deserts of Asia and Australia, the temperate forests of North America and Europe, the savannahs of Africa and South America. Tropical rainforests, for example, are among the most diverse of all terrestrial ecosystems. Covering only 7% of the planet's surface, these forests comprise 50-80% of the world's species. 40 million to 50 million acres of tropical forest vanish each year -- about 1.5 acres per second -- as trees are cut for lumber or land is cleared for agriculture or other development. It is estimated that perhaps a quarter of the Earth's total biological diversity is threatened with extinction within 20 to 30 years. The Academy's Commitment The California Academy of Sciences is a leader among the world's institutions for research in evolutionary biology. Staff researchers study biodiversity worldwide, describing more than 100 new species every year. Current projects include work in La Amistad Biosphere Reserve, Costa Rica; the Impenetrable Forest, Uganda; the coral reefs of New Guinea and Madagascar; the deserts of southwestern Asia; and Socorro Island off the west coast of Mexico. Approximately 1.4 million species of plants and animals have been described by scientists. Conservative estimates suggest that at least 5 million remain to be identified -- the vast majority of them in the tropics. Fewer than 1,500 biologists worldwide are now qualified to identify tropical species. If ever there was an urgent requirement for this expertise, it is now, in this time of rapid environmental erosion.
Scenario C is Carbon Dioxide 
Unchecked C02 levels acidifies the oceans – kills coral reefs and all marine life 
Koebler 8/1/12 – science and technology reporter for U.S. News & World Report (Jason, “NOAA: Oceans' Reefs at Risk From Carbon Emissions”, http://www.usnews.com/news/articles/2012/08/01/noaa-oceans-reefs-at-risk-from-carbon-emissions, CMR)

Not all carbon emissions find their way into Earth's atmosphere—about half of it is absorbed by vegetation and the world's oceans. On the one hand, that helps limit carbon's climate-changing effects. But on the other, it can deliver what a National Oceanic and Atmospheric Administration scientist calls a "double whammy" to the oceans.¶ That's because carbon dioxide (CO2) is a weak acid, and when it's absorbed by water, it contributes to ocean acidification, which can kill coral reefs and shellfish, wreaking havoc on undersea plant and animal life.¶ As humans have increased their carbon emissions over the past 100 years, vegetation and the world's surface oceans have been working overtime to absorb about half of it, about the same proportion as 50 years ago, according to the study, published Wednesday in Nature.¶ "Humanity is getting an assist on climate change from natural systems, otherwise the carbon dioxide in the atmosphere would be twice as high," says Pieter Tans, one of the study's authors. "But CO2 is an acid and the amounts [being absorbed by the ocean] are so massive that I don't see how we can remedy coming acidification."¶ Reforestation in parts of North America and China and deforestation slowdowns in other parts of the world have allowed plants to bear some of the burden, but he says the ocean is working overtime to pull in more carbon than ever before.¶ But even though Earth is absorbing a similar proportion of carbon as it was 50 years ago, overall human emissions have greatly increased, meaning sea temperatures are rising even as they acidify. According to a Scripps Institution of Oceanography study released earlier this year, ocean temperatures have increased by about half a degree over the past 100 years; many scientists say that increase has been responsible for an increase in the severity and frequency of hurricanes.¶ "Sea temperature change comes from climate change, but they're also acidifying," Tans says. "The oceans get a double whammy."¶ While increasing carbon emissions may take longer to wreak havoc on the world's climate, it could deal a death blow to vulnerable coral reefs, which shelter millions of plant and animal species, Tans says.¶ "Acidification is a concern for sea life—for the atmosphere, it's a good thing our oceans are absorbing so much carbon, but as the oceans acidify, it'll affect [coral reefs and shellfish], and work its way up the food chain," he says. "At some point, [reefs] are endangered. We're not too far away from that."¶ 
Extinction 
Kristof 6 (NICHOLAS D. KRISTOF, American journalist, author, op-ed columnist, and a winner of two Pulitzer Prizes, “Scandal Below the Surface”, Oct 31, 2006, http://select.nytimes.com/2006/10/31/opinion/31kristof.html?_r=1, CMR)

[bookmark: LastEdit]If you think of the earth’s surface as a great beaker, then it’s filled mostly with ocean water. It is slightly alkaline, and that’s what creates a hospitable home for fish, coral reefs and plankton — and indirectly, higher up the food chain, for us.  But scientists have discovered that the carbon dioxide (CO2) we’re spewing into the air doesn’t just heat up the atmosphere and lead to rising seas. Much of that carbon is absorbed by the oceans, and there it produces carbonic acid — the same stuff found in soda pop.  That makes oceans a bit more acidic, impairing the ability of certain shellfish to produce shells, which, like coral reefs, are made of calcium carbonate. A recent article in Scientific American explained the indignity of being a dissolving mollusk in an acidic ocean: “Drop a piece of chalk (calcium carbonate) into a glass of vinegar (a mild acid) if you need a demonstration of the general worry: the chalk will begin dissolving immediately.”  The more acidic waters may spell the end, at least in higher latitudes, of some of the tiniest variations of shellfish — certain plankton and tiny snails called pteropods. This would disrupt the food chain, possibly killing off many whales and fish, and rippling up all the way to humans.  We stand, so to speak, on the shoulders of plankton.  “There have been a couple of very big events in geological history where the carbon cycle changed dramatically,” said Scott Doney, senior scientist at the Woods Hole Oceanographic Institution in Massachusetts. One was an abrupt warming that took place 55 million years ago in conjunction with acidification of the oceans and mass extinctions. Most scientists don’t believe we’re headed toward a man-made variant on that episode — not yet, at any rate. But many worry that we’re hurtling into unknown dangers.  “Whether in 20 years or 100 years, I think marine ecosystems are going to be dramatically different by the end of this century, and that’ll lead to extinction events,” Mr. Doney added.  “This is the only habitable planet we have,” he said. “The damage we do is going to be felt by all the generations to come.”  So that should be one of the great political issues for this century — the vandalism we’re committing to our planet because of our refusal to curb greenhouse gases. Yet the subject is barely debated in this campaign.  Changes in ocean chemistry are only one among many damaging consequences of carbon emissions. Evidence is also growing about the more familiar dangers: melting glaciers, changing rainfall patterns, rising seas and more powerful hurricanes.  Last year, the World Health Organization released a study indicating that climate change results in an extra 150,000 deaths and five million sicknesses each year, by causing the spread of malaria, diarrhea, malnutrition and other ailments.  A report prepared for the British government and published yesterday, the Stern Review on the Economics of Climate Change, warned that inaction “could create risks of major disruption to economic and social activity, on a scale similar to those associated with the great wars and the economic depression of the first half of the 20th century.”  If emissions are not curbed, climate change will cut 5 percent to 20 percent of global G.D.P. each year, declared the mammoth report. “In contrast,” it said, “the costs of action — reducing greenhouse gas emissions to avoid the worst impacts of climate change — can be limited to around 1 percent of global G.D.P. each year.” Some analysts put the costs of action higher, but most agree that it makes sense to invest far more in alternative energy sources, both to wean ourselves of oil and to reduce the strain on our planet.  We know what is needed: a carbon tax or cap-and-trade system, a post-Kyoto accord on emissions cutbacks, and major research on alternative energy sources. But as The Times’s Andrew Revkin noted yesterday, spending on energy research and development has fallen by more than half, after inflation, since 1979. 

And, it independently kills plankton
Cheng, Ph.D, associated professor at the University of Texas, 2007 (Victoria. July. Keystone Species Extinction Overview. http://www.arlingtoninstitute.org/wbp/species-extinction/443)

Plankton is a blanket term for many species of microorganisms that drift in open water and make up the base of the aquatic food chain. There are two types of plankton, phytoplankton and zooplankton. Phytoplankton make their own food through the process of photosynthesis, while zooplankton feed on phytoplankton. Zooplankton are in turn eaten by larger animals. In this way these tiny organisms sustain all life in the oceans. According to the NASA, phytoplankton populations in the northern oceans have declined by as much as 30% since 1980.[4] While the cause of this decline remains uncertain, there are several theories.One theory points to global warming as the main cause.[5] Phytoplankton require nutrients obtained from the bottom of the ocean to reproduce. At the Earth’s poles, ocean water is colder at the surface than down in the depths. Therefore water from the bottom of the ocean rises to the top, carrying with it essential nutrients from the ocean floor. However, as the water near the surface becomes warmer due to climate change, less water rises from the bottom, resulting in less nutrients for the phytoplankton. This consequently hinders their reproduction processes.Another theory suggests that carbon dioxide emissions are causing this decline in plankton population. The ocean has always absorbed a significant amount of carbon dioxide, but in recent years its capacity for this pollutant may not have been able to keep up with the level of human output. Recent studies suggest that the carbon dioxide the ocean absorbs is turned into carbonic acid, which lowers the pH level of the ocean.[6] This acidification is highly corrosive to sea animals that form shells, including pteropods, which are a type of zooplankton. Pteropods are a food source for countless larger animals such as salmon and cod. If they are unable to survive in an acidic ocean, then the entire ocean system will be threatened.

Extinction – oxygen depletion and food chains
UPI June 6, 2008 (http://www.upi.com/Energy_Resources/2008/06/06/Acidic_oceans_may_tangle_food_chain/UPI-84651212763771/print/)

Increased carbon levels in ocean water could have devastating impacts on marine life, scientists testified Thursday at a congressional hearing. Although most of the concern about carbon emissions has focused on the atmosphere and resulting temperature changes, accumulation of carbon dioxide in the ocean also could have disturbing outcomes, experts said at the hearing, which examined legislation that would create a program to study how the ocean responds to increased carbon levels. Ocean surface waters quickly absorb carbon dioxide from the atmosphere, so as carbon concentrations rise in the skies, they also skyrocket in the watery depths that cover almost 70 percent of the planet. As carbon dioxide increases in oceans, the acidity of the water also rises, and this change could affect a wide variety of organisms, said Scott Doney, senior scientist at the Woods Hole Oceanographic Institution, a non-profit research institute based in Woods Hole, Mass. "Greater acidity slows the growth or even dissolves ocean plant and animal shells built from calcium carbonate," Doney told representatives in the House Committee on Energy and the Environment. "Acidification thus threatens a wide range of marine organisms, from microscopic plankton and shellfish to massive coral reefs." If small organisms, like phytoplankton, are knocked out by acidity, the ripples would be far-reaching, said David Adamec, head of ocean sciences at the National Aeronautics and Space Administration. "If the amount of phytoplankton is reduced, you reduce the amount of photosynthesis going on in the ocean," Adamec told United Press International. "Those little guys are responsible for half of the oxygen you're breathing right now." A hit to microscopic organisms can also bring down a whole food chain. For instance, several years ago, an El Nino event wiped out the phytoplankton near the Galapagos Islands. That year, juvenile bird and seal populations almost disappeared. If ocean acidity stunted phytoplankton populations like the El Nino did that year, a similar result would occur -- but it would last for much longer than one year, potentially leading to extinction for some species, Adamec said. While it's clear increased acidity makes it difficult for phytoplankton to thrive, scientists don't know what level of acidity will result in catastrophic damages, said Wayne Esaias, a NASA oceanographer. "There's no hard and fast number we can use," he told UPI. In fact, although scientists can guess at the impacts of acidity, no one's sure what will happen in reality. Rep. Roscoe Bartlett, R-Md., pointed to this uncertainty at Thursday's hearing. "The ocean will be very different with increased levels of carbon dioxide, but I don't know if it will be better or worse," Bartlett said. However, even though it's not clear what the changes will be, the risk of doing nothing could be disastrous for ecosystems, said Ken Caldeira, a scientist at the Carnegie Institution for Science, a non-profit research organization. "The systems that are adapted to very precise chemical or climatological conditions will disappear and be replaced by species which, on land, we call weeds," Caldeira said. "What is the level of irreversible environmental risk that you're willing to take?" It's precisely this uncertainty that the Federal Ocean Acidification Research and Monitoring Act attempts to address. The bill creates a federal committee within the National Oceanic and Atmospheric Administration to monitor carbon dioxide levels in ocean waters and research the impacts of acidification. like Bishop. "We would lose everything," he told UPI.



Contention Three: Solvency
Federal purchase agreements are key to create a market for SMRs and spur private investment
Rosner and Goldberg, 2011 (Robert, senator of the Helmholtz Association for the Research Field Structure of Matter and is currently the William E. Wrather Distinguished Service Professor at the University of Chicago; Stephen, Senior Advisor to the American Academy of Arts & Sciences; “Small Modular Reactors – Key to Future Nuclear Power Generation in the U.S.”, Energy Policy Institute at Chicago (EPIC), The University of Chicago, Contributor: Joseph S. Hezir, Pricipal, EOP Foundation, Inc., Technical Paper, Revision 1, November, https://epic.sites.uchicago.edu/sites/epic.uchicago.edu/files/uploads/EPICSMRWhitePaperFinalcopy.pdf)

6.2 GOVERNMENT SPONSORSHIP OF MARKET TRANSFORMATION INCENTIVES Similar to other important energy technologies, such as energy storage and renewables, “market pull” activities coupled with the traditional “technology push” activities would significantly increase the likelihood of timely and successful commercialization. Market transformation incentives serve two important objectives. They facilitate demand for the off-take of SMR plants, thus reducing market risk and helping to attract private investment without high risk premiums. In addition, if such market transformation opportunities could be targeted to higher price electricity markets or higher value electricity applications, they would significantly reduce the cost of any companion production incentives. There are three special market opportunities that may provide the additional market pull needed to successfully commercialize SMRs: the federal government, international applications, and the need for replacement of existing coal generation plants. 6.2.1 Purchase Power Agreements with Federal Agency Facilities Federal facilities could be the initial customer for the output of the LEAD or FOAK SMR plants. The federal government is the largest single consumer of electricity in the U.S., but its use of electricity is widely dispersed geographically and highly fragmented institutionally (i.e., many suppliers and customers). Current federal electricity procurement policies do not encourage aggregation of demand, nor do they allow for agencies to enter into long-term contracts that are “bankable” by suppliers. President Obama has sought to place federal agencies in the vanguard of efforts to adopt clean energy technologies and reduce greenhouse gas emissions. Executive Order 13514, issued on October 5, 2009, calls for reductions in greenhouse gases by all federal agencies, with DOE establishing a target of a 28% reduction by 2020, including greenhouse gases associated with purchased electricity. SMRs provide one potential option to meet the President’s Executive Order. One or more federal agency facilities that can be cost effectively connected to an SMR plant could agree to contract to purchase the bulk of the power output from a privately developed and financed LEAD plant. 46 A LEAD plant, even without the benefits of learning, could offer electricity to federal facilities at prices competitive with the unsubsidized significant cost of other clean energy technologies. Table 4 shows that the LCOE estimates for the LEAD and FOAK-1plants are in the range of the unsubsidized national LCOE estimates for other clean electricity generation technologies (based on the current state of maturity of the other technologies). All of these technologies should experience additional learning improvements over time. However, as presented earlier in the learning model analysis, the study team anticipates significantly greater learning improvements in SMR technology that would improve the competitive position of SMRs over time. Additional competitive market opportunities can be identified on a region-specific, technology-specific basis. For example, the Southeast U.S. has limited wind resources. While the region has abundant biomass resources, the estimated unsubsidized cost of biomass electricity is in the range of $90-130 per MWh (9-13¢/kWh), making LEAD and FOAK plants very competitive (prior to consideration of subsidies). 47 Competitive pricing is an important, but not the sole, element to successful SMR deployment. A bankable contractual arrangement also is required, and this provides an important opportunity for federal facilities to enter into the necessary purchase power arrangements. However, to provide a “bankable” arrangement to enable the SMR project sponsor to obtain private sector financing, the federal agency purchase agreement may need to provide a guaranteed payment for aggregate output, regardless of actual generation output. 48 Another challenge is to establish a mechanism to aggregate demand among federal electricity consumers if no single federal facility customer has a large enough demand for the output of an SMR module. The study team believes that highlevel federal leadership, such as that exemplified in E.O. 13514, can surmount these challenges and provide critical initial markets for SMR plants.

Nuclear power is critical to reducing emissions and preventing catastrophic global warming
Deutch et. al, 2009 (John, Professor of Chemistry MIT; Dr. Charles Forsberg, Executive Director of the MIT Nuclear Fuel Cycle Study – Dept. of Nuclear Science and Engineering; Andrew Kadak, Professor of Dept of Nuclear Science and Engineering; Mujid Kazimi, TEPCO professor of nuclear engineering and mechanical engineering; Ernest Moniz, Cecil and Ida Green Professor of Physics and Engineering Systems; John E. Parsons, Executive Director of MIT Center for Energy and Environmental Policy Research; “Update of the MIT 2003 Future of Nuclear Power”, MIT Energy Initiative, http://web.mit.edu/nuclearpower/pdf/nuclearpower-update2009.pdf)

Concern with avoiding the adverse consequences of climate change has increased significantly in the past five years 2 . The United States has not adopted a comprehensive climate change policy, although President Obama is pledged to do so. Nor has an agreement been reached with the emerging rapidly-growing economies such as China, India, Indonesia, and Mexico, about when and how they will adopt greenhouse gas emission constraints. With global greenhouse gas emissions projected to continue to increase, there is added urgency both to achieve greater energy efficiency and to pursue all measures to develop and deploy carbon free energy sources. Nuclear power, fossil fuel use accompanied by carbon dioxide capture and sequestration, and renewable energy technologies (wind, biomass, geothermal, hydro and solar) are important options for achieving electricity production with small carbon footprints. Since the 2003 report, interest in using electricity for plug-in hybrids and electric cars to replace motor gasoline has increased, thus placing an even greater importance on exploiting the use of carbon-free electricity generating technologies. At the same time, as discussed in the MIT report The Future of Coal 3 , little progress has been made in the United States in demonstrating the viability of fossil fuel use with carbon capture and sequestration—a major “carbon-free” alternative to nuclear energy for base-load electricity. With regard to nuclear power, while there has been some progress since 2003, increased deployment of nuclear power has been slow both in the United States and globally, in relation to the illustrative scenario examined in the 2003 report. While the intent to build new plants has been made public in several countries, there are only few firm commitments outside of Asia, in particular China, India, and Korea, to construction projects at this time. Even if all the announced plans for new nuclear power plant construction are realized, the total will be well behind that needed for reaching a thousand gigawatts of new capacity worldwide by 2050. In the U.S., only one shutdown reactor has been refurbished and restarted and one previously ordered, but never completed reactor, is now being completed. No new nuclear units have started construction. In sum, compared to 2003, the motivation to make more use of nuclear power is greater, and more rapid progress is needed in enabling the option of nuclear power expansion to play a role in meeting the global warming challenge. The sober warning is that if more is not done, nuclear power will diminish as a practical and timely option for deployment at a scale that would constitute a material contribution to climate change risk mitigation.

Nuclear’s inevitable globally but won’t solve warming until the US develops SMR’s 
Lovering et al 2012 – et al and Ted Nordhaus—co-founders of American Environics and the Breakthrough Institute a think tank that works on energy and climate change – AND – Jesse Jenkins-Director of Energy and Climate Policy, the Breakthrough Institute (Michael, Why We Need Radical Innovation to Make New Nuclear Energy Cheap, 9/11, thebreakthrough.org/index.php/programs/energy-and-climate/new-nukes/)
Arguably, the biggest impact of Fukushima on the nuclear debate, ironically, has been to force a growing number of pro-nuclear environmentalists out of the closet, including us. The reaction to the accident by anti-nuclear campaigners and many Western publics put a fine point on the gross misperception of risk that informs so much anti-nuclear fear. Nuclear remains the only proven technology capable of reliably generating zero-carbon energy at a scale that can have any impact on global warming. Climate change -- and, for that matter, the enormous present-day health risks associated with burning coal, oil, and gas -- simply dwarf any legitimate risk associated with the operation of nuclear power plants. About 100,000 people die every year due to exposure to air pollutants from the burning of coal. By contrast, about 4,000 people have died from nuclear energy -- ever -- almost entirely due to Chernobyl.¶ But rather than simply lecturing our fellow environmentalists about their misplaced priorities, and how profoundly inadequate present-day renewables are as substitutes for fossil energy, we would do better to take seriously the real obstacles standing in the way of a serious nuclear renaissance. Many of these obstacles have nothing to do with the fear-mongering of the anti-nuclear movement or, for that matter, the regulatory hurdles imposed by the U.S. Nuclear Regulatory Commission and similar agencies around the world.¶ As long as nuclear technology is characterized by enormous upfront capital costs, it is likely to remain just a hedge against overdependence on lower-cost coal and gas, not the wholesale replacement it needs to be to make a serious dent in climate change. Developing countries need large plants capable of bringing large amounts of new power to their fast-growing economies. But they also need power to be cheap. So long as coal remains the cheapest source of electricity in the developing world, it is likely to remain king.¶ The most worrying threat to the future of nuclear isn't the political fallout from Fukushima -- it's economic reality. Even as new nuclear plants are built in the developing world, old plants are being retired in the developed world. For example, Germany's plan to phase-out nuclear simply relies on allowing existing plants to be shut down when they reach the ends of their lifetime. Given the size and cost of new conventional plants today, those plants are unlikely to be replaced with new ones. As such, the combined political and economic constraints associated with current nuclear energy technologies mean that nuclear energy's share of global energy generation is unlikely to grow in the coming decades, as global energy demand is likely to increase faster than new plants can be deployed.¶ To move the needle on nuclear energy to the point that it might actually be capable of displacing fossil fuels, we'll need new nuclear technologies that are cheaper and smaller. Today, there are a range of nascent, smaller nuclear power plant designs, some of them modifications of the current light-water reactor technologies used on submarines, and others, like thorium fuel and fast breeder reactors, which are based on entirely different nuclear fission technologies. Smaller, modular reactors can be built much faster and cheaper than traditional large-scale nuclear power plants. Next-generation nuclear reactors are designed to be incapable of melting down, produce drastically less radioactive waste, make it very difficult or impossible to produce weapons grade material, useless water, and require less maintenance.¶ Most of these designs still face substantial technical hurdles before they will be ready for commercial demonstration. That means a great deal of research and innovation will be necessary to make these next generation plants viable and capable of displacing coal and gas. The United States could be a leader on developing these technologies, but unfortunately U.S. nuclear policy remains mostly stuck in the past. Rather than creating new solutions, efforts to restart the U.S. nuclear industry have mostly focused on encouraging utilities to build the next generation of large, light-water reactors with loan guarantees and various other subsidies and regulatory fixes. With a few exceptions, this is largely true elsewhere around the world as well.¶ Nuclear has enjoyed bipartisan support in Congress for more than 60 years, but the enthusiasm is running out. The Obama administration deserves credit for authorizing funding for two small modular reactors, which will be built at the Savannah River site in South Carolina. But a much more sweeping reform of U.S. nuclear energy policy is required. At present, the Nuclear Regulatory Commission has little institutional knowledge of anything other than light-water reactors and virtually no capability to review or regulate alternative designs. This affects nuclear innovation in other countries as well, since the NRC remains, despite its many critics, the global gold standard for thorough regulation of nuclear energy. Most other countries follow the NRC's lead when it comes to establishing new technical and operational standards for the design, construction, and operation of nuclear plants.¶ What's needed now is a new national commitment to the development, testing, demonstration, and early stage commercialization of a broad range of new nuclear technologies -- from much smaller light-water reactors to next generation ones -- in search of a few designs that can be mass produced and deployed at a significantly lower cost than current designs. This will require both greater public support for nuclear innovation and an entirely different regulatory framework to review and approve new commercial designs.¶ In the meantime, developing countries will continue to build traditional, large nuclear power plants. But time is of the essence. With the lion's share of future carbon emissions coming from those emerging economic powerhouses, the need to develop smaller and cheaper designs that can scale faster is all the more important.¶ A true nuclear renaissance can't happen overnight. And it won't happen so long as large and expensive light-water reactors remain our only option. But in the end, there is no credible path to mitigating climate change without a massive global expansion of nuclear energy. If you care about climate change, nothing is more important than developing the nuclear technologies we will need to get that job done.


DOE Cost sharing fails to create a market for SMRs – Government PPAs are necessary to make nuclear power cost competitive 
DOE, 12 [A Strategic Framework for SMR Deployment, 2-24-12, http://www.ne.doe.gov/smrsubcommittee/documents/SMR%20Strategic%20Framework.pdf]

Four Phases to Commercial Deployment Accomplishing these goals will require a multi-phased deployment from licensing through full scale production and a strategy that adjusts along those stages. We lay out four phases each with a distinct goal but different policy tools may be appropriate for achieving those goals. Phase 1 – Near-term Certification and Licensing The first phase of the strategy is to address the licensing challenge described above. The goal for this phase is to complete SMR designs, see those designs certified by the NRC and have projects licensed to build and operate these reactors. Following the request of the Administration and approval from Congress, DOE has an emerging program to accelerate this certification and licensing effort. The five-year $452 million program will provide financial risk mitigation for the costs of working through the NRC review and approval process for up to two SMR designs and associated operating licenses. The successful conclusion of this phase should result in reactor designs that are of sufficient maturity to both meet the safety requirements of the NRC and serve as a solid basis for commercial contracting and cost estimation. Phase 2 – Construction of the First Movers While phase 1 is necessary to provide the initial momentum toward the widespread commercial deployment of SMRs, it may not be sufficient. If the first-of-a-kind SMR power plants produce electricity at costs higher than available alternatives, the market demand for the new technology may not materialize. Widespread deployment of SMRs implies commercial competitiveness; reaching the state of competitiveness may require incentives for market or non-market actors to bear the costs of learning. Phase 2 of the strategic framework is to encourage the construction of the first-of-a-kind SMR plants. These first movers will likely not have the benefit of full factory production as the manufacturing processes will be established through repetition. In fact, it is most likely that the components and modules fabricated for these first plants will be done on specification as prototype parts. The government is well-suited to be the first purchaser of electricity from SMR power plants. Executive Order 13514 establishes ambitious greenhouse-gas reduction goals for Federal agencies 3 that could translate into a premium for clean energy that the government is willing to bear but is not currently valued by the private sector. The President’s Council of Advisors for Science and Technology has called attention to the potential leverage that the government has to use its purchasing power to advance technologies that can support clean energy objectives. 4 A specific policy tool that would be applicable for such first movers would be for the government installations, such as DOE labs or military bases, to enter into power purchase agreements (PPA) with those local utilities that are willing to own and operate SMRs. The output from these SMR power plants would need to be at a price that would enable the utility to make the capital investment for the project. It is too early to discern how such PPAs should be structured but one could see a tradeoff with a high power price for a small number of reactors on one end or a smaller premium spread out over the certainty of a large number of orders on the other. It should be noted that there are specific restrictions limiting the length of PPAs with government facilities, and these limitations may need to be addressed in order to make these arrangements practical. Should it make sense for private entities in favorable markets to act as first movers, the policy tools identified in phase 3 may be appropriate. Phase 3 – Early Adopters Leading to Factories Once the first reactors have been built, the focus shifts to phase 3 – inducing early adopters in the private sector to fill an order book that will be sufficient to warrant the capital investment to establish a fully-configured, fully-staffed SMR factory that will begin working down the learning curve to lower the overall costs. This phase will see the industry transition from building the first units to developing the capability to produce SMRs at a sustained rate. As this transition takes place, suppliers would be expected to leverage existing, excess factory capacity from realms such as the U.S. naval shipbuilding industry. The vision is that by 2030, the industry will have built on the order of twenty units and dedicated factories will be in place leading to the final phase of the commercialization process. The expectation is that this wave of orders will move beyond government purchases to those by private companies for electricity production in favorable markets. PPAs for government sites beyond the first movers will likely provide a subset of these early adopters. For utilities looking to sell electricity their broad customer base, government policies may be an important element of the deployment strategy by providing incentives for these companies. Policies to spur early adopters could include credits for the production of electricity from early SMRs, offsetting investment challenges through tax credits or some form of loan guarantee. Policies intended to spur manufacturing could be applicable to the investment decisions for building SMR factories. Wider-reaching proposals such as government corporations to demonstrate new energy technologies may provide additional opportunities for alleviating constraints, as well. This range of policy tools would almost certainly require broad Congressional support and action. Phase 4 – Sustained Factory Production of SMRs As initial factories are improved and expanded and new ones are built, the mature industry could result in a total output on the order of 50 SMRs per year by 2040 or sooner. This account presumes that most of the deployment is targeted for the U.S.; however, should a vibrant export market materialize – a distinct possibility – the throughput would need to scale accordingly. There may be a role for public policies in this phase, but they would be less about the development of SMR technology than promoting the domestic use of clean power. The appropriate policy tools in this stage would be those that seek to fundamentally reshape how energy is used in the economy over the long-term such as a carbon tax, a cap and trade system, or clean energy standards. In addition, in order to promote the development of domestic manufacturing sector, the government could consider the use of manufacturing tax credits or other such incentives to bolster this segment of the economy.

Renewables fail
Forsberg 2011 (Charles Forsberg, executive director of the MIT Nuclear Fuel Cycle Study in the Department of Nuclear Science and Engineering at MIT and former Corporate Fellow at Oak Ridge National Laboratory, October 6, 2011, “What alternatives to nuclear energy?,” Bulletin of Atomic Scientists, http://www.thebulletin.org/web-edition/roundtables/nuclear-energy-different-other-energy-sources#rt8801)
For those opposed to nuclear energy, the belief is that there are alternative energy sources -- a faith in alternatives, ironically, as strong as some of the early advocates for nuclear power in the 1950s. But no such options exist in a world that will soon have 10 billion people (see Forsberg, "Mutually Assured Energy Independence"). That fundamental reality dictates the need for nuclear energy.¶ Climate change, fossil fuels, and famine. We have fossil fuels; however, the burning of fossil fuels releases carbon dioxide into the atmosphere with the potential for large changes in (1) climate and (2) pH (acidity) of water and soil. Both threaten agricultural productivity, because the changing climate moves agriculture to less productive soils. A consistent climate is critical in the formation of fertile soils -- a several-thousand-year process. Climate change also may entail rebuilding much of man’s infrastructure, which is designed for specific climate and sea-level conditions. Betting on fossil fuels is a high-risk strategy for world agriculture and food supplies. While carbon dioxide sequestration will work in a few locations, it's unlikely to be a universal solution.¶ Renewables: latitude counts. We live on a globe circling the sun that creates seasons. That reality means that renewable systems must address how to store energy on a daily, weekly, and seasonal basis. It also drives the design of future energy systems.¶ At MIT, we examined electricity-storage requirements for California assuming three energy futures: (1) all electricity produced by nuclear reactors operating at constant output, (2) all electricity produced by wind assuming California wind conditions and the National Renewable Energy Laboratory (NREL) wind model, and (3) all electricity produced by solar using the NREL solar-trough model that includes limited energy storage. Table 1 shows the fraction of electricity that has to go into storage at times of excess electricity production to provide electricity when demand exceeds supply.¶ The hourly storage requirements were determined by using the hourly demand curves for electricity and the hourly electricity outputs of solar or wind or nuclear in California. The weekly storage requirements assumed that smart grids, pumped storage, and other technologies could result in each week having a uniform electricity demand, but different weeks have different electricity demands. It is thus a measure of the seasonal storage requirements that needs to be identified, assuming different energy sources with seasonal storage requirements measured in 10s to 100s of gigawatts per year depending upon the electricity prod uction technology.¶ Two-thirds of our electricity is base-load electricity; base-load nuclear energy has low electricity storage requirements. The storage requirements for solar and wind, however, are higher. In fact, the situation is even worse than indicated in Table 1, because the calculations assumed perfect storage systems. Real seasonal storage systems have just 50 percent efficiency but may ultimately increase to 70 percent. In other words, serious wind and solar energy initiatives require massive seasonal storage systems.¶ There are seasonal energy storage technologies being developed, such as nuclear-geothermal gigawatts per year and hydrogen systems. In a nuclear-geothermal energy storage system at times of low electricity demand, nuclear energy is used to heat a 500-meter cube of rock a kilometer or more underground to create an artificial geothermal heat source for peak power production. However, there is no way to insulate rock a kilometer underground. The heat losses are only a few percent on a large system but prohibitive in smaller systems -- that is, it is a technology that only couples to large-scale nuclear energy.¶ The potentially viable seasonal electricity storage technologies (including hydrogen) either couple to nuclear plants or involve synergistic combinations of nuclear and renewables -- but viable storage technologies do not couple efficiently to wind and solar. Renewable advocates point to Denmark and Germany -- countries whose wind systems depend upon Scandinavian hydro. However, there is not enough hydro worldwide to make a serious dent in the storage challenge. An all-renewables world will remain unaffordable -- even if the cost of renewables drop because of the larger challenge of energy storage to match production with demand.¶ Conclusions. Our energy challenge requires nuclear and renewables -- technologies that are complementary in many applications. Energy is over 10 percent of the global GNP, so economics matters because mankind needs more than energy to prosper. The risks of nuclear energy are small compared with the alternatives of oil wars, climate change, or unaffordable energy.
Calls to reduce consumption will be rejected by the public – only the aff solves
Stepp, 11/5/2012 (Matthew, Contributor and Senior Policy Analyst of the D.C.-based think tank the Information Technology and Innovation Foundation, “Climate Hawks and 'Reverse Tribalism': How Our Policy Choices Are Fueling Climate Inaction”, Forbes, http://www.forbes.com/sites/matthewstepp/2012/11/05/climate-hawks-and-reverse-tribalism-how-are-policy-choices-are-fueling-climate-inaction/)
[bookmark: _GoBack]A self-aware and important discussion has emerged among climate advocates on ‘reverse tribalism’: the process by which some within the climate community scold climate hawks for making exaggerated claims about climate change and extreme weather (see Hurricane Sandy). As Grist writer Dave Roberts puts it, these ‘climate scolds’ believe they, “are saving the [climate hawk] activists from themselves,” by keeping them within the bounds of peer-reviewed science and not allowing their alarming message to be used against them to create climate denial and spurn policy action.¶ But this process of reverse tribalism exists in the first place because climate advocates are supporting the wrong policy choices. In other words, reverse tribalism isn’t a communications issue, it’s a policy issue and it’s at the heart of solving climate change.¶ On paper, making the connection between specific extreme weather events like Hurricane Sandy and climate change is seen as a communications strategy. It’s a way for climate hawks (and I consider myself one) to convey a visceral sense of what climate change means and even feels like. If Americans connect the images of flooded subways, long gas station lines, and washed away neighborhoods to human-driven climate change, then they’re more likely to support climate policy.¶ For communicators like Roberts, it’s the best way to get their point across. And I couldn’t agree more that climate change is an urgent, society-threatening problem that requires aggressive attention over many decades.¶ The problem is that making the extreme weather-climate change connection isn’t working, reverse tribalism or not. It didn’t work after Hurricane Katrina. Or after another year of historic droughts and wildfires. And it probably won’t work after Hurricane Sandy.¶ Sure, Sandy’s devastating impacts on New Jersey and New York are helping spark a long overdue discussion on climate change within the parameters of the Presidential election (if we count NYC Mayor Michael Bloomberg’s endorsement of President Obama on climate grounds as a national discussion), but this shows the limits of it as a communications strategy. Policy elites will discuss climate change, reporters will challenge politicos with climate questions, and cover stories will be written, but more likely than not anything actionable will come from it. I am not suggesting the discussion of climate change isn’t important, but don’t expect Hurricane Sandy to be the proverbial foot to the policymakers backside.¶ Jarring images of extreme weather aren’t sparking action because ‘climate scolds’ are muddying the messaging. No, as I wrote in Sunday’s Washington Post the images aren’t sparking action because the policy options most climate advocates and environmentalists are selling the public are bankrupt:¶ “Many environmentalists argue that the best way to address climate change is for Americans to change their lifestyles and make sacrifices for the good of the planet. Americans are told they must consume less, waste less and spend more to buy clean energy. While David Brooks’s “Bourgeois Bohemians” may be able to retrofit their homes with solar panels and drive Chevy Volts, most of us can’t.”¶ Shifting from using fossil fuels to clean energy isn’t an obvious or easy economic choice for most Americans. Clean energy technologies like wind, solar, nuclear, and electric vehicles are more expensive than carbon-intensive alternatives and suffer from limited performance and intermittency problems. As a result, the dominant climate policies emphasized by advocates and environmentalists are like selling nothing more than a bill of goods. Preferred government mandates like Clean Energy Standards or regulatory schemes like cap-and-trade will raise energy prices. In absence of mandates, significant tax-payer subsidies are required to spur even modest clean energy deployment. As I put it in the same piece in the Post, climate change policy has:¶ “…become a hair shirt that Americans are expected to wear for the ‘good of the planet.’ Middle America has long been told what not to do: not to buy incandescent light bulbs, drive gas-guzzling cars and trucks, or use dirty energy.”¶ If Americans were offered clean energy options that were affordable and better than gasoline, coal, and natural gas, much of the derision towards clean energy would go away. Only then would mandates accelerate the deployment of cheap, clean energy rather than force more expensive clean energy technologies on the market. Only then would long-term subsidies not be needed for the clean energy industry to simply survive. And the need to constantly harp on every extreme weather event as one more reason for Americans to sacrifice for the public good becomes less of an issue, as does reverse tribalism.¶ To remove these cost and technology performance barriers – and therefore the major barrier to mitigating climate change – climate advocates should be discussing how best to support clean energy innovation to develop cheaper, better clean energy options. It’s clear that we can’t put the deployment cart before the development horse without feeding the very derision that climate advocates hope to overcome by connecting extreme weather to climate change. It’s an endless positive feedback loop and a vicious one at that.¶ Many fellow climate hawks will respond by saying that I have it all wrong. We just need better messaging. The aforementioned ‘climate scolds’ need to back off the reverse tribalism. Or even more wonky, I shouldn’t bash deployment policies to elevate clean energy innovation – it’s not an either/or proposition. By which they really mean “clean energy R&D is okay, but what is really important is deploying the clean tech we have today.”¶ But the reality is that clean energy is not ready for prime time and all the deployment in the world won’t make it so. One hundred more lithium ion car battery factories won’t get us batteries that cost $100/kWh and have 5 times more storage capacity. Only R&D-based innovation will get us that. The same is true with other key clean energy technologies. Most climate advocates have it wrong by overwhelmingly emphasizing deployment.¶ What we need today – and what Americans would get behind as ‘climate policy’ – is an aggressive clean energy innovation strategy aimed at developing cheaper and better technology options. Smarter deployment policies may be needed down the road to scale better technologies, but they would come with less baggage than the blunt deployment policies used today. Climate advocates and environmentalists need to forget about messaging and start innovating.


Contention Four: Warming Outweighs 

Extinction outweighs – we can’t come back from it and it affects everyone
Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)
 
Even if we use the most conservative of these estimates, which entirely ignores the possibility of space colonization and software minds, we find that the expected loss of an existential catastrophe is greater than the value of 1018 human lives. This implies that the expected value of reducing existential risk by a mere one millionth of one percentage point is at least ten times the value of a billion human lives. The more technologically comprehensive estimate of 1054 human-brain-emulation subjective life-years (or 1052 lives of ordinary length) makes the same point even more starkly. Even if we give this allegedly lower bound on the cumulative output potential of a technologically mature civilization a mere 1% chance of being correct, we find that the expected value of reducing existential risk by a mere one billionth of one billionth of one percentage point is worth a hundred billion times as much as a billion human lives. One might consequently argue that even the tiniest reduction of existential risk has an expected value greater than that of the definite provision of any “ordinary” good, such as the direct benefit of saving 1 billion lives. And, further, that the absolute value of the indirect effect of saving 1 billion lives on the total cumulative amount of existential risk—positive or negative—is almost certainly larger than the positive value of the direct benefit of such an action.

Education about federal policies must be informed by climate science – that is key to check special interests from causing warming, and it’s low now
Hansen ‘9, heads the NASA Goddard Institute for Space Studies and adjunct professor in the Department of Earth and Environmental Sciences at Columbia University (James, December, Storms of My Grandchildren, xi)

I believe the biggest obstacle to solving global warming is the role of money in politics, the undue sway of special interests. But the public, and young people in particular, will need to get involved in a major way. “What?” you say. You already did get involved by working your tail off to help elect President Barack Obama. Sure, I (a registered Independent who has voted for both Republicans and Democrats over the years) voted for change too, and I had moist eyes during his Election Day speech in Chicago. That was and always will be a great day for America. But let me tell you: President Obama does not get it. He and his key advisers are subject to heavy pressures, and so far the approach has been, “Let’s compromise.” So you still have a hell of a lot of work ahead of you. You do not have any choice. Your attitude must be “Yes, we can.” I am sorry to say that most of what our politicians are doing on the climate front is greenwashing – their proposals sound good, but they are deceiving you and themselves at the same time. Politicians think that if matters look difficult, compromise is a good approach. Unfortunately, nature and the laws of physics cannot compromise – they are what they are. Policy decisions on climate change are being deliberated every day by those without full knowledge of the science, and often with intentional misinformation spawned by special interests. This book was written to help rectify the situation. Citizens with a special interest – in their loved ones – need to become familiar with the science, exercise their democratic rights, and pay attention to politicians’ decisions. Otherwise, it seems, short-term special interests will hold sway in capitals around the world – and we are running out of time.

Put our predictions on a different level – they are based in fact and not politics. Attempts to relegate science as mere opinion empower climate skeptics and cause warming
Banning ‘9, Professor of Communication at the University of Colorado (Elisabeth, “When Poststructural Theory and Contemporary Politics Collide-The Vexed Case of Global Warming”, September)

This essay critically reads a preeminent public policy debate*that of global warming*with a two-fold purpose. Because global warming skeptics have used strategies and coercions that lie mostly beneath the radar of public life to manipulate public opinion, I array some of their extensive efforts to control public information. I offer this array of efforts not just to reveal what has occurred behind the scenes, but also to illustrate that the resources, motives, and authority behind these efforts are anything but symmetrical. Rather, while there are clearly opposing points that can be reified on a talk show as a two-sided debate, there is an imbalance between conclusions based on scientific conventions, protocols, and inter-subjective agreement, and conclusions based on commercial interests, private profit, and corporate gain. The debate on global warming exemplifies what has been termed a ‘‘disingenuous’’ or ‘‘pseudo-controversy,’’ 5 in which commercial and political entities labor to generate a perception of widespread debate among a scientific community where instead there is a strong agreement. The goal of this pseudo-controversy is to keep viable the appearance that there is ongoing debate about global warming and to foster uncertainty amongst US publics. Those attempting to manipulate the results of science research and the rhetorical impact of scientific findings on global warming to achieve these ends are not limited to the Bush Administration, but include various political action groups, the Republican National Committee, energy industry representatives, and conservative punditry positioned in mainstream media news outlets and elsewhere. To capture a sense of the extent of these efforts in this essay, I synthesize the COGR with other research reports, news accounts, policy statements, letters, and speeches on the topic. Studies of discrete or ‘‘limited’’ texts are common in interpretive work in rhetoric, such as presidential actions or speeches, canonical works, or official policy, but the discursive actions occurring behind these textual scenes often contradict and complicate public and official discourses; indeed, that is their purpose. Amassing the evidence provides the grounds for an analysis that addresses the epistemological question of how various publics in the US can know what information to believe in their policy deliberations, an analysis that discerns the connections between phenomena that are often scrutinized discretely. My investigation is thus unabashedly normative*it assumes there is a social imperative to which public discourse should be accountable and ethical warrants to which scholarship must answer*and it is informed by Fredric Jameson’s critical stance that eschews aporias and antinomies in favor of a focus on the central contradiction of a ‘‘text,’’ however construed. 6 Both sides in the struggle to define global warming offer factual claims that result in positions that are irreconcilable. Both positions cannot be equally true, and this is the central contradiction on which I focus. My account implicitly relies on McGee’s notion that rhetorical critics need to construct ‘‘discourses from scraps and pieces of evidence’’ that they amass, 7 in order to illustrate the links between discursive and non-discursive practices (the historical events that become the basis for further discourse), and to account for the stabilization of beliefs about a historical event (global warming). My second purpose is to ask what institutional and discursive conditions have enabled this moment, in which the broad ideals of academic freedom and protocols guiding scientific inquiry appear to hold precarious authority in the public arena, and the knowledge produced by this inquiry is increasingly viewed as political. A complex of factors contributes to the difficulty for US publics to know what to believe about global warming or who to hold accountable for changes in policy: The quality of information that US publics have received is certainly key. Perhaps a more insidious set of epistemological problems, however, are the assumptions that the debate over global warming is in fact a debate, that all discourse is equally political, and that there are no standards by which to determine what to accept as contingently true. Even the most rudimentary rhetorical analysis of the public discourse on global warming would reveal that the interlocutors in this debate are not equally positioned in terms of resources, motives, and authority, nor do they abide by a normative set of deliberative standards for public discourse. There are two institutional arenas related to this set of epistemological problems to which I pay particular attention, the public arena with its broad array of government, economic, and political operatives; and the academic arena*specifically*how theoretical discourses on knowledge and truth generated within this arena have been exported to, if not expropriated in, public discourse. This co-optation of contemporary critical perspectives on knowledge and truth in public discourse deserves particular scrutiny: When commercial interests deploy contemporary critical perspectives on knowledge and truth to obfuscate and mislead publics, they impede interventions designed to restore conditions for public reason in the political realm. Rhetorical critics and critical communication scholars are uniquely positioned to intervene when scientific conclusions relevant to public policy but disadvantageous to private and elite interests are manipulated. It is not clear, however, how critical scholars of any stripe intervene in order to press this social imperative into service in the public arena, or what might be the moment and manner of critical intervention in pseudo-controversies such as these. As I will show, those like myself who are indebted to poststructuralist 8 theories of knowledge, truth, and power and who want to intervene in contemporary struggles over policy find ourselves positioned awkwardly*at best*by these theories and our own standards of disinterestedness. Our capacities as critical rhetorical and communication scholars are not easily translated into practice and when they are, they face the same claims of partisan politics as all discourse. The question of how these capacities might be pressed into service, however, seems worthy of attention.

Science isn’t a dogmatic or fixed thought – it continually FALSIFIES itself – it’s the MOST ACCURATE system of knowledge we have
Pease, 92 – Prof @ Vermont Law School, B.A. degree in biology and M.S. degree in system science UCLA, Ph.D. in evolutionary biology from UChicago, former postdoctoral fellow at the Weizmann Institute of Science in Israel (Craig M., April, “Is science logical? includes related article on model comparison; Thinking of Biology” BioScience lexis)
How scientists use models. Models codify knowledge about nature and are used by scientists to generate falsifiable hypotheses about nature. Every model consists of a set of predicates (statements that are taken as given) along with one or more deductions (statements that follow logically from those predicates). Deductions thus have the same status in science that theorems have in mathematics: both must be logical consequences of their predicates, and both may be formally proved. The label theoretician is often applied to a scientist who specializes in inferring deductions from predicates, typically in the context of mathematical or computer models. Although the application of these concepts to abstract models is straightforward, their application to empirical models may require some explanation. The predicates of an empirical model are the initial conditions under which the experiment was performed or the observation made (the species, cell, or molecule and its environment at the time of the experiment), whereas data are the deductions of empirical models. Just as the deductions of an abstract model are derived logically from its predicates, so the data collected from a particular experiment are derived naturally from its initial conditions. In our definition, predicates and deductions are properties of the model itself. By contrast, assumptions and hypotheses arise when a scientist extrapolates the predicates and deductions to nature. Thus, a predicate becomes an assumption and a deduction becomes a hypothesis when it is asserted to apply to nature (Figure 2). It is important that, whereas it is possible to prove that a deduction follows logically from the predicates of a model, it is never possible to prove that a hypothesis is correct about nature. We may test a hypothesis and decide to retain it, but in no way does this decision imply that the hypothesis has been proved. These concepts again apply to empirical models. An empirical model is a set of observations intended for extrapolation to experimental replicates or further observations of nature. The deductions of an empirical model (its data) become hypotheses when they are applied to new settings. Both abstract and empirical models are false. Even though models are the basis for science's explanations of nature, all scientifically useful models are known to be false before ever being tested with data (e.g., Cartwright 1983, Wimsatt, 1987). Put in a slightly different way, all models are known to be incomplete descriptions of nature. In understanding why all models are inevitably false, it is useful to distinguish between two types of assumptions models make. First, scientists explicitly assume that the assumptions of a model hold for nature. Explicit assumptions are often manifestly false because they are deliberate simplifications introduced for logistic or analytic tractability. Second, because nature is so complex, there are countless, unmeasured physical and biotic variables affecting every circumstance (e.g., gravitational fields, electromagnetic fields, light, temperature, humidity, atmospheric pressure, and environmental contaminants), so, for tractability, models ignore the overwhelming majority of such apparently unimportant variables; in so doing, a model implicitly assumes that those variables have no effect on the outcome. Of course, some of these ignored variables undoubtedly influence the result at some level, thereby introducing false assumptions. Consider the falsity of the Hardy-Weinberg model introduced above. This model explicitly assumes strict random mating, infinite population size, strict random assortment of alleles from heterozygotes, and many other obviously false characterizations of populations (Figure 3). It also implicitly ignores known details of DNA structure and behavior such as recombination within genes. Though these assumptions are deliberate falsifications, they make the problem analytically tractable, and they have the merit that no conceivable alternative set of assumptions would be universally applicable. Just as abstract models are inevitably based on false assumptions, empirical models are also false. Extrapolating the results of an experiment to a different setting requires that obvious differences between the original experimental setting and the new setting be overlooked. Thus, empirical models are inevitably incorrect when applied to novel situations. Consider a laboratory Drosophila population that serves as a model of genetics or population dynamics for natural populations. There are obviously numerous differences between the lab and the field in such metrics as photoperiod, nutrition, temperature, humidity, light, and population density, and there are obviously substantial genetic differences between Drosophila and other organisms to which scientists might want to extrapolate their results. If falsifying an assumption of a model were to always render the model useless, a single difference between the laboratory Drosophila population and the situation to which it is extrapolated would be sufficient to invalidate the use of Drosophila to study genetics. At the extreme, we could not even extrapolate the results of one experiment to the next. In our empirical model of blood donors in New York City, the donors in 1991 would not be exactly the same donors as in 1992 or another year, hence the model is a false description of new situations. How science is illogical. Scientists do not accept or reject models according to the criterion of whether the model is a fully correct description of nature. The criterion of logic would require us to discard a model as soon as it was found to be at variance with nature in any way whatsoever, just as logic dictates that a mathematical theorem be fully consistent with its predicates. All models fail by this criterion, and, if it was the only criterion of success scientists used, science would never progress. Instead, scientists use other criteria for evaluating models, and there are a multiplicity of such criteria. These criteria are chosen according to the scientists' goals. Dynamics: feedback and self-correction If all models are false, how does science work? How can scientists proceed from one false description of nature to another false description and regard this change as progress (Medawar 1965)? The answer is perhaps best introduced with an analogy--that of a writer preparing a manuscript. The first draft may be little more than an outline of ideas, with subsequent drafts fleshing out the manuscript in progressively greater detail. At times, major sections may be deleted or completely rewritten. No draft is perfect, but the overall trend is that the manuscript converges toward the writer's mental image of what is desired. Science also progresses in steps of successive improvement, whereby alternative models and hypotheses are evaluated according to the scientist's goals, and the better models are retained and the poorer ones rejected. Even if a complete understanding of nature is never achieved, the process can continue to increase our understanding of natural phenomena. However, there is one additional step in this protocol that is not apparent from the writer analogy. Models are evaluated according to the success of their hypotheses (Figure 4). All models are false in some respects, but a hypothesis derived from a model may not be obviously false, because hypotheses address much narrower dimensions of nature than the models from which they are derived. So a hypothesis is the model's proxy for deciding whether the model is to be retained or rejected. The more abstract picture is thus that science incorporates a self-correcting feedback mechanism in which models are continually tested based on their hypotheses (Sparks 1981). As a model is found to be wanting because its hypotheses are rejected, successors that attempt to improve on it are proposed and evaluated. As improvements are discovered, the cycle is repeated. Scientists continually weed out models with poor explanatory power in favor of those with greater explanatory power, so that progress toward the goal is ensured regardless of which goal is chosen. This self-correcting process, which is so fundamental to the scientific method, is one of the more salient features that distinguishes science from many other social institutions. Government agencies are rarely established with any effective program of evaluation and self-correction, despite the fact that they are usually established with some ostensible goal. Politicians and lawyers often adopt and then defend a position against all comers, rather than dynamically evaluating the evidence for and against alternative hypotheses. Falsifiable hypotheses. This perspective helps explains the heavy emphasis science places on the falsifiability of hypotheses (Platt 1964, Popper 1963). A falsifiable hypothesis has the property that it is possible to conceive of empirical results that, if observed, would call for rejection of that hypothesis. Falsifiability is essential to progress, for it is only through the repeated turnover of hypotheses that improvements in understanding can continue--a hypothesis that was not falsifiable could never be overturned, whether false or not. Goals and feedback. For feedback to be effective, the goals of science must be sufficiently well defined so that models can be evaluated against them. As a simple analogy to illustrate this point, consider the problems inherent in regulating the temperature of a house whose occupants cannot agree on the desired temperature. Although the choice of scientific goals and standards of success is critical to science, it is also a fairly obscure dimension of the scientific method. Goals A scientist evaluates a model by comparing its hypotheses to nature. Nature is therefore involved in the evaluation of scientific success, and the scientist is not free to choose an entirely arbitrary set of criteria. Yet, despite the use of nature as the final arbitrator, the evaluation of scientific success is partially subjective. All models are known to be false, and because there are countless aspects of any phenomenon that will remain unexplained by any model, the scientist must choose what is to be explained and what is to be ignored--for what the model is to be held accountable. Returning to the literature analogy, a writer's goal is some mental image, and each draft of the composition is evaluated by comparing it to that image. The goal, as well as the various criteria for success, may be entirely subjective and arbitrary (rather than partially subjective, as in science), conjured up by the author's imagination. To illustrate some of the arbitrary choices that must be made in choosing scientific goals, consider the Hardy-Weinberg model. Although this model predicts the equilibrium proportions of genotype frequencies as a function of allele frequencies, it also predicts that genotype frequencies do not change through time (i.e., evolution does not occur). The first hypothesis has been tested against data many times, whereas the second is generally dismissed as being outside the scope of the model--the model's predicates do not admit any of the major mechanisms of evolution, so it is not intended to provide even the most rudimentary description of evolution. Thus, some hypotheses of the model are clearly false, even though the model are clearly false, even though the model is regarded as successful on the basis of its hypothesis of equilibrium genotype frequencies. The subjectivity in this case involves deciding whether the goal will involve evolution. The paradox of specific goals. Scientific endeavors differ in the level of specificity with which their goals are defined. Generally, applied research involves specific goals. As an example in which goals are defined narrowly, consider a chemical company with the goal of synthesizing a herbicide that is economically viable, has a short half-life, and is toxic to a limited range of taxa (e.g., is benign to animals). In other cases, however, the scientific goals are less specific. Much of basic research is motivated by the somewhat nebulous goal of understanding a phenomenon. The term understanding in this case could include any of a variety of specific goals, and, indeed, in such situations scientists often choose their goals implicitly and retrospectively. An obvious drawback to undertaking research with poorly defined goals is that the goal may be chosen to fit the data in hand. Failure to specify the goal before beginning the study allows the data gathered to influence the goal chosen, reducing the efficiency of the dynamic process whereby old, inadequate explanations are replaced by new, more accurate ones. Thus, scientists prefer prospective over retrospective tests of hypotheses. However, it would be incorrect to believe that scientists always prefer specific to ill-defined goals. There are definite advantages to undertaking research with somewhat vague goals. Identifying a goal inevitably involves choosing a model of nature, because a goal can only be specified in the context of a particular model of nature. For example, a chemical company undertakes its search within the context of existing abstract models of chemical bonding and existing information (i.e., empirical models) regarding what chemical compounds have met similar goals in other situations. The more definite the goal, the more specific the model that must underlie it, and working within the confines of a specific existing model reduces the possibility of discovering a new and better model. Paradoxically then, working toward a definite goal often conflicts with the more vague, but often more demanding, goal of discovering a model that is more general than those currently existing. The goal of generality. Even though scientists' goals are sometimes vague, an underlying thesis is that successful models must be general at some level. A model's eminence or prestige in science depends in a large part on how much it explains, hence on its generality. This generality can be manifested in an ability to extrapolate to new situations or to unify various models and observations, but, at the very least, hypotheses must withstand repeated confirmations of their success (by whatever criteria), so that they will be general enough to buffer the many unmeasured variables that change from one experimental repetition to the next. Unfortunately, the complexity of nature leads to a countless number of ways to specify generality; these choices are in part arbitrary. As regards the Hardy-Weinberg model, we discussed the need to choose between hypotheses of genotype frequencies versus hypotheses of evolutionary change. To continue with this example, note that in testing the genotype frequency predictions, we must decide whether the hypothesis applies to diploid organisms in general or only to a particular taxonomic group, and we must decide whether to exclude from the hypothesis genetic loci under strong selection or populations that have just gone through a major inbreeding bottleneck. Thus, the decisions scientists make in choosing which hypotheses of a model to test are influenced by previous empirical tests of the model. These decisions are partially arbitrary, inasmuch as the scientist must decide whether deviations due to one factor (e.g., inbreeding) should be weighed differently than deviations due to a second factor (e.g., selection). Criteria of success. Scientists use varied criteria to measure how successful models are in achieving their goals. A hypothesis is described as robust if it satisfies the scientist's criterion of success, and the word theory is used to describe a model or set of models that underlies a cohesive set of robust hypotheses. For some goals, a hypothesis might simply predict the existence of a particular phenomenon, and thus success is indicated when that phenomenon is observed. In other cases, the criterion of success is a statistic that quantifies the deviations between observations and hypotheses. Choosing a statistical test requires one to specify both a hypothesis to be tested and a class of empirical situations to which the model is extrapolated. Even after the statistical model is specified, there is an infinity of criteria of success one could potentially use, as one must arbitrarily choose a significance level. Vicarious success of models. A model does not always succeed or fail based solely on direct empirical tests of its hypotheses. Rather, in some cases a model is deemed successful in part because of connections between the model being investigated and other models that have themselves been tested. Such connections might arise either because a special case of the model has been recognized and tested previously or because the model explains a previously ad hoc assumption of an otherwise successful second model. Changing the criteria of success. The criteria of success used in tests of models are not static; rather, scientists adjust the standards to fit the state of the discipline. In the early stages of a discipline, the criteria for success of a model may be minimal. However, each success resets the standards for future successes, and the standards for success at any one time typically exceed the standards of previous times. A simple analogy is that today's electronic audio equipment is judged by more stringent criteria than were gramophones. The adjustment of criteria of success to suit the accomplishments of the discipline facilitates scientific progress but further underscores the subjectivity in choices of goals and criteria of success. The mechanisms of scientific evluation: model comparison All measures of scientific success, when reduced to their most basic element, involve comparing models. Model comparison is the method of evaluation, whether the model is tested directly against data or against abstract models. The assessment of generality overtly exploits model comparison: a model that is general is one that helps unite and explain the relationships among many other empirical and abstract models. Model comparisons are ubiquitous in science. These methods have been given different names, depending on the combination of empirical and abstract models being compared and the nature of the comparison. The methods of comparison include hypothesis testing, experimental replications, controlled experiments, comparative biology and epidemiology, statistical models, sensitivity analyses, and analytic methods. Of course, this simple taxonomy does not capture many of the nuances of these methods, some of which are outlined in the box on page 295. One basic procedure used in comparisons is to investigate two models with different predicates. If the deduction of interest is the same regardless of the predicate, then that deduction is a candidate for becoming a robust hypothesis. If instead we find that changing the predicate alters the deduction of interest, then the predicate involved becomes a sensitive assumption, or a place to look if the model fails empirically. Either way, we gain useful information. If the test succeeds, we have a model with general predictive power, and if it fails we have identified a basis for constructing a more informative model. Before being tested, a hypothesis enjoys a neutral status; the test results can vary from being an unquestionably successful test to a complete failure. The two extremes of this spectrum correspond to robust hypotheses and sensitive assumptions. The robust hypotheses derived from a model comprise a catalog of model successes, whereas the assumptions comprise a catalog of model failures. Science and society Science has recently become less isolated and more intertwined with society. Whereas in the past much scientific debate occurred outside of the public's eye, the success of science has spurred attempts to exploit more uncertain scientific hypotheses to solve problems, with a consequence that the public has come increasingly involved in evaluating the evidence for and against specific hypotheses, a process at the heart of the scientific method itself. Public ignorance of the scientific method may now be impeding scientific progress. Conflicts between the scientific community and other social institutions have appeared, for example, in the education and recruiting of new scientists, in testing hypotheses of direct public interest, and in paying the economic costs of certain scientific projects. The challenges of religious zealots to the teachings of evolutionary biology have put biologists on the defensive, often leaving them in the awkward position of attempting to explain to the public why scientific theories differ fundamentally from religious doctrines: the essence of science is that ideas are rejected when evidence dictates, whereas the replacement of ideas is anathema to religion. Scientists' failure to convey this message has enabled the adoption of textbooks that have greatly diminished the quality of science education in secondary schools. On such topics as conservation, medical liability, government permissions to market new drugs, animal research, and global warming, the testing of uncertain hypotheses is increasingly occurring in public forums such as the media and courts. In these cases, the public plays a role in evaluating the evidence for and against uncertain hypotheses. Informed decisions by the public will require that the decision makers be versed in the methods and criteria scientists use to measure progress. Some simple changes in science education would help achieve these ends. As the body of scientific knowledge has increased dramatically in response to the success of science, the science curriculum at some universities has responded by increasing the volume of subject material covered. A better or at least complementary approach would be the teaching of what science entails. Science needs to be perceived as a dynamic process in which uncertainty is inherent but quantifiable. The student needs to be prepared to address novel problems, rather than to be forced to rely on obsolete and incomplete case histories. Development of a concise model of the scientific method should be a goal of science education.


The notion that claims of absolute truth lead to totalitarianism is false—our framework does embrace some truths contingently, but also allows for skepticism about those truths—debate enables us to test the validity of those claims
Fierlbeck 1994 Dalhousie University, 1994  (Katherine, History and Theory, v.33 n.1, ebsco)
But the acceptance of "ultimate unknowability" is even more relevant within the context of normative issues than it is within that of mere explanation.[5] The claim to be able scientifically to determine what "justice" is, argues Lyotard, exacerbates the likelihood of political terror, as those who promulgate such an "accurate" and incontestable account of justice have a seemingly powerful justification to suppress any competing accounts. In this way, some post-modernists have linked scientific methodology with the political inclination to totalitarianism: for both assume that there is, ultimately, only one correct answer.[6] By refusing the metaphysical mindset that the One Great Truth must be "out there," asserts Lyotard, the possibility of populations accepting a totalitarian regime decreases. But this refusal does not oblige us to embrace a starkly relativist position, for the argument is not that "there are all sorts of justice" which we cannot compare and evaluate, but rather that "there is a necessity that we keep discussion as to the nature of the just open."[7]  To accuse "liberalism" of encouraging the likelihood of totalitarianism because of its links with Enlightenment rationalism is, or course, a very selective reading of liberalism. While one must admit that liberalism has almost as many shapes and permutations as does post-modernism itself, it is also fair to suggest that the usual understanding of liberalism is grounded firmly upon John Stuart Mill's classical declaration that political freedom is essential because no one person's opinion is infallible. "Complete liberty of contradicting and disproving our opinion," wrote Mill, "is the very condition which justifies us in assuming its truth for purposes of action; and on no other terms can a being with human faculties have any rational assurance of being right."[8] While modern scientific methodology and the political protection of individual autonomy may both have had a common genesis within the Enlightenment era, there is simply no persuasive evidence that an alarming causal link between them will allow the former to extinguish the latter.  Skepticism and pragmatism are invaluable attributes, both intellectually and politically. And, to the extent that post-modernism presents itself as a sober challenge to the excesses of metaphysical assumptions (a challenge that requires us to explain why theoretical reasoning [empiricism, rationality, universalism, causality] is an apt or accurate means to investigate human life), post-modernism can enrich the study of who we are, and why we are that way. And it can restrain the political abuses of power which are built upon the overwhelming authority of reason. But skepticism and pragmatism are not unique to post-modernist thought; they are frequently to be found within many variants of "liberalism" itself (such as that of Hayek). From a very cynical point of view, it might seem that post-modernism becomes more compelling the better it can misrepresent the "liberal" character of modern Western thought, culture, and political organization. 


