Risk
2ac #1 is the role of the ballot - None of what they have described denies the internal link chains of our advantages – the ballot represents a question of whether we should adopt the plan or not – it is irrelevant why or how the public responds – without addressing our internal link chains the worst case scenario of a desensitized public would cease to exist because our impacts determine that they will be dead. We have moved past 1999, this debate does not spillover into the general public – what we are debating about is how the government should act and what actions they should take. Our impact framing is simple – the government should act to avoid global warming. It is irrelevant if we are desensitized to the concept of apocalypse – the point of debate is to contest about policy to determine if a plan is good.
Our framework argument is that the Affirmative should debate as the federal government and the negative should defend that the plan action is a bad idea
This is best for debate – 
A. Predictability – the resolution says the USFG so it’s predictable that we would defend that – any other interpretation means we would never have educational debate because we can’t predict it
B. Roleplaying is critical to informed and educational analysis of policy issues 
Schaap 2006 (Andrew, University of Melbourne, Politics, Vol 25 Iss 1, February)
 Learning political theory is largely about acquiring a vocabulary that enables one to reflect more critically and precisely about the terms on which human beings (do and should) co-operate for and compete over public goods, symbolic and material. As such, political theory is necessarily abstract and general. But, competency in political theory requires an ability to move from the general to the particular and back again, not simply by applying general principles to particular events and experiences but by reflecting on and rearticulating concepts in the light of the particular. Role play is an effective technique for teaching political theory because it requires that students employ political concepts in a particular context so that learning takes place as students try out new vocabularies together with their peers and a lifelong learner in the subject: their teacher.
C. This is specifically true in the context of global warming – Hanson evidence says 

If they win framework we still win --- energy policy advocacy is a tool not a trap --- we should build momentum and support for energy changes.  
Shove & Walker 7 Elizabeth Sociology @ Lancaster Gordon Geography @ Lancaster “CAUTION! Transitions ahead: politics, practice, and sustainable transition management” Environment and Planning C 39 (4)

For academic readers, our commentary argues for loosening the intellectual grip of ‘innovation studies’, for backing off from the nested, hierarchical multi-level model as the only model in town, and for exploring other social scientific, but also systemic theories of change. The more we think about the politics and practicalities of reflexive transition management, the more complex the process appears: for a policy audience, our words of caution could be read as an invitation to abandon the whole endeavour. If agency, predictability and legitimacy are as limited as we’ve suggested, this might be the only sensible conclusion.However, we are with Rip (2006) in recognising the value, productivity and everyday necessity of an ‘illusion of agency’, and of the working expectation that a difference can be made even in the face of so much evidence to the contrary. The outcomes of actions are unknowable, the system unsteerable and the effects of deliberate intervention inherently unpredictable and, ironically, it is this that sustains concepts of agency and management. As Rip argues ‘illusions are productive because they motivate action and repair work, and thus something (whatever) is achieved’ (Rip 2006: 94). Situated inside the systems they seek to influence, governance actors – and actors of other kinds as well - are part of the dynamics of change: even if they cannot steer from the outside they are necessary to processes within. This is, of course, also true of academic life. Here we are, busy critiquing and analysing transition management in the expectation that somebody somewhere is listening and maybe even taking notice. If we removed that illusion would we bother writing anything at all? Maybe we need such fictions to keep us going, and maybe – fiction or no - somewhere along the line something really does happen, but not in ways that we can anticipate or know.


Aff solves spillover to other countries 

Their link evidence is describing something that’s not our aff – 
A. We don’t make certainty claims in the 1AC only that there are some impacts that we think are highly probably given the research we’ve done on the situation 
B. Their internal link chains argument is about an era of debate where we talked about small domestic policies and had seven to 10 internal links to those advantages – 
C. Their Banal apocalypse arguments are not true – stepp evidence

Extinction is apriori – simple heuristics cause us to undervalue the threat and overvalue systemic impacts, defer to large scale impacts of the aff
Yudkowsky, 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks”, forthcoming in Clobal Catastrophic Risks, August 31, http://singinst.org/upload/cognitive-biases.pdf)
Biases implicit in the availability heuristic affect estimates of risk. A pioneering study by Lichtenstein et. al. (1978) examined absolute and relative probability judgments of risk. People know in general terms which risks cause large numbers of deaths and which cause few deaths. However, asked to quantify risks more precisely, people severely overestimate the frequency of rare causes of death, and severely underestimate the frequency of common causes of death. Other repeated errors were also apparent: Accidents were judged to cause as many deaths as disease. (Diseases cause about 16 times as many deaths as accidents.) Homicide was incorrectly judged a more frequent cause of death than diabetes, or stomach cancer. A followup study by Combs and Slovic (1979) tallied reporting of deaths in two newspapers, and found that errors in probability judgments correlated strongly (.85 and .89) with selective reporting in newspapers. People refuse to buy flood insurance even when it is heavily subsidized and priced far below an actuarially fair value. Kunreuther et. al. (1993) suggests underreaction to threats of flooding may arise from "the inability of individuals to conceptualize floods that have never occurred... Men on flood plains appear to be very much prisoners of their experience... Recently experienced floods appear to set an upward bound to the size of loss with which managers believe they ought to be concerned." Burton et. al. (1978) report that when dams and levees are built, they reduce the frequency of floods, and thus apparently create a false sense of security, leading to reduced precautions. While building dams decreases the frequency of floods, damage per flood is so much greater afterward that the average yearly damage increases. It seems that people do not extrapolate from experienced small hazards to a possibility of large risks; rather, the past experience of small hazards sets a perceived upper bound on risks. A society well-protected against minor hazards will take no action against major risks (building on flood plains once the regular minor floods are eliminated). A society subject to regular minor hazards will treat those minor hazards as an upper bound on the size of the risks (guarding against regular minor floods but not occasional major floods). Risks of human extinction may tend to be underestimated since, obviously, humanity has never yet encountered an extinction event.2

2ac #3 is the permutation do both
And, Perm do the plan and demand responsible evidentiary practices when assembling causal link claims – if what’s needed is an interruption to the communicative process of the 1AC then the permutation should be able to advocate that since it is plan plus – this model of competition is best – their interpretation justifies things like alt to do the plan and feed Africa – while it may be a different method from the 1AC that is obviously not competitive and means the negative wins every debate

2ac #4 is predictions - Calculating IR through the lens of realism and risk analysis is not only possible but the most probabilistic – prefer our evidence about the way complexity theory should effect predictions your micro-level analysis does not subsume the macro-level predictions we can make
Streufert and Satish in 97 (Siegried and Usha, Department of Behavioral Science Pennsylvanian State University, “Complexity Theory: Predictions Based on the Confluence of Science-Wide and Behavioral Theories,” Journal of Applied Social Psychology, n. 27, pp. 2096-2116)
G. Predictions and  Explanations G1. Cognitions and behavior at each multidimensional system level are unique and cannot be measured, understood, or predicted on the basis of the elements that comprise that system.G2. Global functioning is subject to prediction. G3. Unidimensional cognition and behavior tend to be internally consistent and predictable. Predictions for specific outcomes of unidimensional information processing are possible, as long as the placement of events on existing dimensionality is known.G4. Which among two or more differentiated dimensions may be employed in selecting a specific action or a specific response to the environment may not be subject to reliable prediction. Consequently, the predictive capacity for specific behavioral responses by differentiators tends to be limited, unless the likely placement of events onto a specific available dimension is known. The effectiveness of information processing in specified environments is subject to prediction and depends on the match of environmental complexity with differentiation capacity. G5. Behavioral outcomes of integrated information processing display unique characteristics that were not available at levels of unidimensional or differentiative functioning. Specific actions of integrators often cannot be reliably predicted in advance. The probability of success of integrators in dealing with task environments that vary in fluidity and complexity is subject to prediction. Specific actions in response to complex and fluid environments often cannot be reliably predicted.G6.  Specific actions by high-level integrators in complex and fluid environments are difficult to predict in advance. Prediction of the output quality of high integrative systems is possible via knowledge of (a) system complexity and adaptiveness, (b) the system’s capacity to handle task conditions at specified levels of fluidity and task complexity, and (c) the general direction of network development on the basis of early characteristics (positive feedback).Prediction can only be probabilistic in nature. G7.  Predictions for the probable level of adaptation (success) and output quality in handling task environments, as well as predictions for certain characteristics of network development (positive feedback) by persons capable of metacomplex functioning are possible. Prediction of specific actions is not possible unless it is known in advance that the person returns to global or unidimensional processing, and it is  known which global opposites or  which dimension will be selected.G8. Careful analysis of hierarchical multidimensional systems may permit prediction of specific outcome behaviors, since interrelationships among network elements at each systemic level tend to be fixed, and information processing sequences tend to be predetermined.
 
They will argue that experts mispredict, however, their sources are flawed and the assessment of probability by experts is useful for policy discussion
Caplan 07 – Associate professor of economics at George Mason University (Bryan, “Have the experts been weighed, measured, and found wanting?,” Critical Review 19.1)
This is one of the rare cases where Tetlock gets a little defensive. He writes that he is sorely tempted to dismiss the objection that “the researchers asked the wrong questions of the wrong people at the wrong time” with a curt, “‘Well, if you think you’d get different results by posing different types of questions to different types of people, go ahead.’ That is how science is supposed to proceed” (184). 3 The problem with his seemingly reasonable retort is that Tetlock deliberately selected relatively hard questions. One of his criteria was that questions pass the “don't bother me too often with dumb questions” test. … No one expected a coup in the United States or United Kingdom, but many regarded coups as serious possibilities in Saudi Arabia, Nigeria, and so on. Experts guffawed at judging the nuclear proliferation risk posed by Canada or Norway, but not the risks posed by Pakistan or North Korea. Some “ridiculous questions” were thus deleted. (244) On reflection, though, a more neutral word for “ridiculous” is “easy.” If you are comparing experts to the chimp's strategy of random guessing, excluding easy questions eliminates the areas where experts would have routed the chimps. Perhaps more compellingly, if you are comparing experts to laymen, positions that experts consider ridiculous often turn out to be popular (Caplan 2007; Somin 2004; Lichter and Rothman 1999; Delli Carpini and Keeter 1996; Thaler 1992; Kraus, Malmfors, and Slovic 1992). To take only one example, when asked to name the two largest components of the federal budget from a list of six areas, the National Survey of Public Knowledge of Welfare Reform and the Federal Budget (Kaiser Family Foundation and Harvard University 1995) found that foreign aid was respondents' most common answer, even though only about 1 percent of the budget is devoted to it. Compared to laymen, then, experts have an uncanny ability to predict foreign aid as a percentage of the budget. Tetlock also asks quite a few questions that are controversial among the experts themselves.4 If his goal were solely to distinguish better and worse experts, this would be fine. Since Tetlock also wants to evaluate the predictive ability of the average expert, however, there is a simple reason to worry about the inclusion of controversial questions: When experts sharply disagree on a topic, then by definition, the average expert cannot do well. But Tetlock does more to help the chimp than just avoiding easy questions and asking controversial ones. He also crafts the response options to make chimps look much more knowledgeable than they are. When questions dealt with continuous variables (like GDP growth or stock market closes), respondents did not have to give an exact number. Instead, they were asked whether variables would be above a confidence interval, below a confidence interval, or inside a confidence interval. The catch is that Tetlock picked confidence intervals that make the chimps' strategy fairly effective: The confidence interval was usually defined by plus or minus 0.5 of a standard deviation of the previous five or ten years of values of the variable. … For example, if GDP growth had been 2.5 percent in the most recently available year, and if the standard deviation of growth values in the last ten years had been 1.5 percent, then the confidence band would have been bounded by 1.75 percent and 3.25 percent. (244) Assuming a normal distribution, Tetlock approach ensures that variables will go up with a probability of 31 percent, stay the same with a probability of 38 percent, and go down with a probability of 31 percent.5 As a consequence, the chimp strategy of assigning equal probabilities to all events is almost automatically well-calibrated. If, however, Tetlock had made his confidence interval zero—or three—standard deviations wide, random guessing would have been a predictive disaster, and experts would have shined by comparison. To truly level the playing field between experts and chimps, Tetlock could have asked the experts for exact numbers, and made the chimps guess from a uniform distribution over the whole range of possibilities. For example, he could have asked about defense spending as a percentage of GDP, and made chimps equally likely to guess every number from 0 to 100. Unfair to the chimps? Somewhat, but it is no more unfair than using complex, detailed information to craft three reasonable choices, and then concluding that the chimps' “guesswork” was almost as good as the experts' judgment. To amplify this lesson, consider the classic question of how long it would take a chimp typing at a keyboard to write War and Peace. If the chimp could type anything he wanted, the sun might go out first. But what if each key on the keyboard printed a book rather than a letter, and one of those books was War and Peace? It is a lot easier for a chimp to “write” War and Peace when someone who actually knows how to do so paves the chimp's way. At this point, one could reasonably object that my corrections merely increase the advantage of experts over chimps. But they do nothing to narrow the gap between experts and the real winners of Tetlock's horserace: case-specific extrapolations and formal statistical models. Both of these methods continue to work well when questions are easy and/or require exact numbers. Fair enough, but what are the implications? Suppose that, properly measured, experts crush chimps, but still lose to extrapolations and formal models. Does that make experts' forecasting abilities “good,” or “bad”? In my view, the right answer is: pretty good. Almost no one is smart enough to run extrapolations or estimate formal models in his head. For experts to match formal models, they would have to approach Tetlock's questions as a consulting project, not “just a survey.” Speaking at least for my own discipline, most economists who are seriously interested in predicting, say, GDP growth rely on formal statistical models. But very few economists would estimate a formal model just to answer a survey. Our time is too valuable, or, to put it less charitably, we're kind of lazy. It is hardly surprising, then, that economists lost to formal models, considering the fact that Tetlock took the time to open his favorite statistical program, and the economists did not. All that this shows is that statistical forecasting is better than from-the-hip forecasting, and that experts are not smart enough to do statistical forecasting without the help of a computer. Experts cannot escape all of Tetlock's indictment. He makes a convincing case that experts break some basic rules of probability, overestimate their predictive abilities for “non-ridiculous” and controversial questions, and respond poorly to constructive criticism. But contrary to the radical skeptics, experts can easily beat chimps in a fair game. For the chimps to stand a chance, the rules have to be heavily slanted in their favor. The Egalitarian Misinterpretation Tetlock tells us that political experts “barely best the chimp.” It is easy to conclude that these so-called “experts” are a bunch of quacks. Question: What would happen if the average voter accepted this conclusion? Would he start relying on the winner of Tetlock's horserace—formal statistical models? No. In all likelihood, if the average voter came to see political experts as quacks, he would rely even more heavily on his own preconceptions. As a result, policies would shift in a populist direction. For example, if the public lost whatever respect it now has for experts, one would expect policy to move away from the free-trade prescription of the vast majority of economists, and towards the protectionist policies that most people instinctively favor. If Tetlock is right, wouldn't a shift toward populism be a good thing—or at least not a bad thing? Many readers will be quick to make this inference, but it is mistaken. Even though Tetlock races experts against a long list of competitors, he says very little about the relative performance of experts versus laymen. As far as I can tell, the only laymen Tetlock tested were a group of: briefly briefed Berkeley undergraduates. In 1992, we gave psychology majors “facts on file” summaries, each three paragraphs long, that presented basic information on the polities and economies of Russia, India, Canada, South Africa, and Nigeria. We then asked students to make their best guesses on a standard array of outcome variables. (2005, 56) Out of all the competitors in Tetlock's tournament, these undergraduates came in dead last: The undergraduates were both less calibrated and less discriminating than professionals working either inside or outside their specialties. … If one insists on thinking like a human being rather than a statistical algorithm … it is especially dangerous doing so equipped only with the thin knowledge base of the undergraduates. The professionals—experts and dilettantes—possessed an extra measure of sophistication that allowed them to beat the undergraduates soundly. … (56) The upshot is that Tetlock does nothing to show that experts are “no better than the rest of us.” When he does race the two groups, laymen lose decisively. Tetlock, like Voltaire, finds that “common sense is not so common.” The poor performance of the Berkeley undergraduates is particularly noteworthy because these laymen were elite in absolute terms, and received basic information before they made their predictions. We can only imagine how poorly the average American would have done using nothing but the information in his head—and shudder when we realize that “the average American, using nothing but the information in his head” roughly describes the median American voter.6

 2ac #4 – Fear good - Talking about the possibility of extinction is vital to strategies to prevent it
Sandberg, Matheny & Cirkovic, 08 – Anders Sandberg, James Martin Research Fellow at the Future of Humanity Institute at Oxford University, postdoctoral research assistant for the EU Enhance project; Jason G. Matheny, PhD candidate in Health Policy and Management at Johns Hopkins Bloomberg School of Public Health, special consultant to the Center for Biosecurity at the University of Pittsburgh Medical Center and co-founder of New Harvest, and Milan M. Ćirković, senior research associate at the Astronomical Observatory of Belgrade, assistant professor of physics at the University of Novi Sad in Serbia and Montenegro; “How Can We Reduce the Risk of Human Extinction” http://thebulletin.org/web-edition/features/how-can-we-reduce-the-risk-of-human-extinction 
Perhaps least controversial, we should invest more in efforts to enumerate the risks to human survival and the means to mitigate them. We need more interdisciplinary research in quantitative risk assessment, probability theory, and technology forecasting. And we need to build a worldwide community of experts from various fields concerned about global catastrophic risks. Human extinction may, in the long run, be inevitable. But just as we work to secure a long life for individuals, even when our eventual death is assured, we should work to secure a long life for our species.

 Rhetoric of fear is necessary to mobilize preventative action against catastrophe – AIDS proves
Giddensm, 2k (Anthony; served as Director of the London School of Economics and Political Science (LSE) from 1997 to 2003. Previously a Fellow and Professor of Sociology at King's College, Cambridge. “Runaway world: how globalization is reshaping our lives” 2000; pg 47-49) 
In these circumstances, there is a new moral climate of politics, marked by a push and pull between accusations of scaremongering the one hand, and of cover-ups on the other. If anyone -government official, scientific expert or researcher -takes a given risk seriously, he or she must proclaim it. It must be widely publicised because people must be persuaded that the risk is real-a fuss must be made about it. Yet if a fuss is indeed created and the risk turns out to be minimal, those involved will be accused of scaremongering. Suppose, however, that the authorities initially decide that the risk is not very great, as the British government did in the case of contaminated beef. In this instance, the government first of all said: we've got the backing  of scientists here; there isn't a significant risk, and anyone who wants to can continue eating beef without any worries. In such situations, if events turn out otherwise -as in fact they did -the authorities will be accused of a cover-up-as indeed they were. Things are even more complex than these examples suggest. Paradoxically, scaremongering may be necessary to reduce risks we face -yet if it is successful, it appears as just that, scaremongering. The case of AIDS is an example. Governments and experts made great public play with the risks associated with unsafe sex, to get people to change their sexual behaviour. Partly as a consequence, in the developed countries, AIDS did not spread as much as was originally predicted. Then the response was: why were you scaring everyone like that? Yet as we know from its continuing global spread, they were -and are -entirely right to do so. This sort of paradox becomes routine in contemporary society, but there is no easily available way of dealing with it. For as I mentioned earlier, in most situations of manufactured risk, even whether there are risks at all is likely to be disputed. We cannot know beforehand when we are actually scaremongering and when we are not.

Fear of annihilation is key to prevent it 
Futterman, 1994 (J. A. H., Physicist at Lawrence Livermore National Laboratory, “Meditations on the Bomb”, http://www.dogchurch.org/scriptorium/nuke.html)
But the inhibitory effect of reliable nuclear weapons goes deeper than Shirer's deterrence of adventurer-conquerors. It changes the way we think individually and culturally, preparing us for a future we cannot now imagine. Jungian psychiatrist Anthony J. Stevens states,[15] "History would indicate that people cannot rise above their narrow sectarian concerns without some overwhelming paroxysm. It took the War of Independence and the Civil War to forge the United States, World War I to create the League of Nations, World War II to create the United Nations Organization and the European Economic Community. Only catastrophe, it seems, forces people to take the wider view. Or what about fear? Can the horror which we all experience when we contemplate the possibility of nuclear extinction mobilize in us sufficient libidinal energy to resist the archetypes of war? Certainly, the moment we become blasé about the possibility of holocaust we are lost. As long as horror of nuclear exchange remains uppermost we can recognize that nothing is worth it. War becomes the impossible option. Perhaps horror, the experience of horror, the consciousness of horror, is our only hope. Perhaps horror alone will enable us to overcome the otherwise invincible attraction of war." Thus I also continue engaging in nuclear weapons work to help fire that world-historical warning shot I mentioned above, namely, that as our beneficial technologies become more powerful, so will our weapons technologies, unless genuine peace precludes it. We must build a future more peaceful than our past, if we are to have a future at all, with or without nuclear weapons — a fact we had better learn before worse things than nuclear weapons are invented. If you're a philosopher, this means that I regard the nature of humankind as mutable rather than fixed, but that I think most people welcome change in their personalities and cultures with all the enthusiasm that they welcome death — thus, the fear of nuclear annihilation of ourselves and all our values may be what we require in order to become peaceful enough to survive our future technological breakthroughs.[16] In other words, when the peace movement tells the world that we need to treat each other more kindly, I and my colleagues stand behind it (like Malcolm X stood behind Martin Luther King, Jr.) saying, "Or else." We provide the peace movement with a needed sense of urgency that it might otherwise lack.

2ac #5 is affect -  

Affective politics create bad policies that replicate the harms of the status quo
Garfinkle, 2011 (Adam, Editor of The American Interest magazine and a member of FPRI’s Board of Advisors, “WHAT OUR STUDENTS – AND OUR POLITICAL LEADERS – DON’T KNOW ABOUT THE MIDDLE EAST”, Foreign Policy Research Institute, December, Vol 16, No 11, http://www.fpri.org/footnotes/1611.201111.garfinkle.middleeast.html)

As I said earlier, the learning curve of the American political class doesn't show a better result, but I don't think there is a direct connection between what our students don't know and what our leaders don't know. Indeed, I think the connection is inverse, if there can be such a thing. I think our students don't care enough, while our leaders have cared too much and in all the wrong ways. But the result, ironically enough, is pretty similar. As far as our political class goes, I think one reason tracks closely with what I wrote in September 2002, which was merely to point out that emotionally evocative events inevitably produce energetic expression, but such expression in the absence of basic information is, aside from the catharsis it may provide, not helpful or edifying. When we get emotional, we think––if we may call it that––with different parts of our brain than we use when we are not emotional. I find it very difficult to otherwise explain how the Bush administration could bestir itself to invade Iraq without giving even remotely serious thought to what the geostrategic implications for the region would be of displacing a relatively strong, Sunni-led government with a weakened Shiite-led one. You don't have to be the strategic studies equivalent of a proverbial rocket scientist to have anticipated that Iran might stand to be the big winner from the collapse and reorientation of the Iraqi state. As far as I know, and I was in this administration at a middling level, no one among America's senior decision-makers even asked this question. No one asked, either, what the broader regional effects would be of a Shiite-dominated government––and a fairly religious one, at that––in Baghdad in place of a Sunni one. Even before the war began anyone who understood Middle Eastern history could have told you that this would not be a second- or third-order consequence of the war, but a first-order one. Again, as far as I know, this question never even once came up before March 2003. And now we learn that the current Iraqi government is helping the Assad regime in Damascus, which is not exactly our understanding of gratitude for our having freed Iraq from the bloody hand of the Baath Party. But the Shiite government in Baghdad fears Sunni encirclement just as Sunnis have feared Shiite encirclement, and so there is a natural tendency, all else equal, for the Shia who dominate the government in Baghdad to see the Alawis running Syria as preferable to possibly religiously intense Sunnis who might take their place. Not that the upheavals in Syria were predictable four or five years ago, but had someone posited those upheavals it would have been easy to predict the attitude of a Shiite dominated government in Baghdad toward Syria.

Even if they win that affect is a key motivator for action, it is both insufficient and ineffective in decisionmaking. Prefer our evidence, it is comparative that you cannot exclude focusing on the risk of the advantage
Marx et al 2007 [Sabine M., “Communication and mental processes: Experiential and analytic processing of uncertain climate information,” Global Environmental Change 17, google it
 Yet, while the engagement of experience-based, affective decision-making can make risk communications more salient and motivate behavior, experiential processing is also subject to its own biases, limitations and distortions, such as the finite pool of worry and single action bias. Experiential processing works best with easily imaginable, emotionally laden material, yet many aspects of climate variability and change are relatively abstract and require a certain level of analytical understanding (e.g., long-term trends in mean temperatures or precipitation). Ideally, communication of climate forecasts should encourage the interactive engagement of both analytic and experiential processing systems in the course of making concrete decisions about climate, ranging from individual choices about what crops to plant in a particular season to broad social choices about how to mitigate or adapt to global climate change. One way to facilitate this interaction is through group and participatory decision-making. As the Uganda example suggests, group processes allow individuals with a range of knowledge, skills and personal experience to share diverse information and perspectives and work together on a problem. Ideally, groups should include at least one member trained to understand statistical forecast information to ensure that all sources of information—both experiential and analytic—are considered as part of the decision-making process. Communications to groups should also try to translate statistical information into formats readily understood in the language, personal and cultural experience of group members. In a somewhat iterative or cyclical process, the shared concrete information can then be re-abstracted to an analytic level that leads to action. Risk and uncertainty are inherent dimensions of all climate forecasts and related decisions. Analytic products like trend analysis, forecast probabilities, and ranges of uncertainty ought to be valuable contributions to stakeholder decision-making. Yet decision makers also listen to the inner and communal voices of personal and collective experience, affect and emotion, and cultural values. Both systems—analytic and experiential—should be considered in the design of climate forecasts and risk communications. If not, many analytic products will fall on deaf ears as decision makers continue to rely heavily on personal experience and affective cues to make plans for an uncertain future. The challenge is to find innovative and creative ways to engage both systems in the process of individual and group decision-making.

Affect is not implicated in risk perception- their studies are not precise in language and make the slippery slope fallacy.  Risk perception prioritizes bad consequences above emotion. 
LENNART SJO ̈ BERG, Centre for Risk Research, Stockholm School of Economics, Sweden  March 2006 Journal of Risk Research Vol. 9, No. 2, 101–108, 
Two conclusions can be drawn from the argument put forward here. First, empirical data do not support a strong link between emotion and perceived risk, in the main sense of the word emotion and in the sense it is used in psychological emotion research. Second, while there is evidence for a relationship between liking and risk perception, this is not evidence for a link between emotion and risk perception. Liking is not emotion. The way emotions are ‘‘proven’’ to be a factor in risk perception is thus by a sort of terminological ‘‘slippery slope’’ involving shifting meanings of terms. Liking is a factor in risk perception, and one of the meanings of liking is affect. Hence, affect is said to be implicated in risk perception, and one of the meanings of affect is emotion. Conclusion: emotion is important in risk perception! Liking is a common way of operationalizing attitude, and attitude has been found to be an important driving factor behind perceived risk (Sjo ̈ berg, 1992, 2000b). It is sometimes argued that this relationship is artefactual, or merely semantic. However, that argument is illogical and unjustified. Liking is surely different in meaning from perceived risk and their relationship is purely empirical. In conclusion, the belief that risk perception is contaminated by emotion has just been growing stronger over the years, yet it is unjustified. It can be used for dismissing the public’s risk concern as uninformed and—yes— ‘‘emotional.’’ The very fact that an extensive discussion, filling an entire issue of the journal Reliability Engineering and Systems Safety, of whether the public’s risk perception should have an influence on policy failed to mention the simple argument that it must be so in a democratic society (Sjo ̈ berg, 2001a, 2001b), demonstrates the need for a critical analysis of and reflection on the received message in risk perception research.

They paint the aff as being fear politics but our Cost-benefit analysis is critical mediating misplaced forms of fear based affect
George F. Loewenstein et al 2001, “Risk as Feelings,” Psychological Bulletin, Vol. 127, No. 2, google it
The divergence between the emotional reactions of the public to risks and professionals' appraisals of risks creates a significant dilemma for policy makers. On the one hand, many policy makers would like to be responsive to public.: attitudes and opinions., On the other hand, there is a strong rationale f()r basing public policy on the best scientific assessments of risk severity Sunstein (in press) justified cost-benetit analysis precisely on the basis that it provides an impartial assessmt!nt of' programs that are resistant to the influence of public fears, He noted Ihat governments allocate the limited resources for risk mitigation in an inefficient fashion in part because they are responsive to \;\y judgml!nts about !he magnitude of risks. Sumltein then citt!d result!i trom diverse Hnes of research showing that a government that could insulate itself from such misinformed judgments could save tens of' thousands of lives and tens of billions of dollats annually. Consistent with the riskas~ feelings hypothesis, Sunstein attributed the public's misinformed judgments in part to emotional intluences: Risk-related objections can be a product not so much of thinking as of intense emotions. often produced by extremely vivid images of what might go wrong The role of cost-benefit analysis is straightforward here Just as the Senate was designed to have a "cooling effect'on the passions of the House of Representatives, so cost-beoefit analysis might ensure that policy is driven not by hysteria or alarm, but by a full appreciation of the effects of relevant risks and their control. (p. 16) Sunstein argued further that CQst- benefit analysis could not only act as a check on unwarranted fears (e.g .. Alar), but could also serve to introduce regulation of risks that are objectively threatening but that do not elicit visceral reactions in the populace (e g .• lead in gasoline and radon in homes)

Species K

Discourse doesn’t shape state behavior
Mearsheimer 95
John (International Relations professor at the University of Chicago), The False Promise of International Institutions in International Security Vol 19 Number 3 Winter, pp 43-44 
The main goal of critical theorists is to change state  behavior in fundamental ways, to move beyond a world of security competition and  war and establish a pluralistic security community. However, their explanation of how  change occurs is at best incomplete, and at worst, internally contradictory.155  Critical theory maintains that state behavior changes when discourse changes. But  that argument leaves open the obvious and crucially important question: what deter-  mines why some discourses become dominant and others lose out in the marketplace  of ideas? What is the mechanism that governs the rise and fall of discourses? This  general question, in turn, leads to three more specific questions: 1) Why has realism  been the hegemonic discourse in world politics for so long? 2) Why is the time ripe for  its unseating? 3) Why is realism likely to be replaced by a more peaceful communitarian  discourse?  Critical theory provides few insights on why discourses rise and fall. Thomas Risse-  Kappen writes, "Research on. . . 'epistemic communities' of knowledge-based transna-  tional networks has failed so far to specify the conditions under which specific ideas  are selfected and influence policies while others fall by the wayside."  156 Not surprisingly,  critical theorists say little about why realism has been the dominant discourse, and why  its foundations are now so shaky. They certainly do not offer a well-defined argument  that deals with this important issue. Therefore, it is difficult to judge the fate of realism  through the lens of critical theory.  Nevertheless, critical theorists occasionally point to particular factors that might lead  to changes in international relations discourse. In such cases, however, they usually end  up arguing that changes in the material world drive changes in discourse. For example,  when Ashley makes surmises about the future of realism, he claims that "a crucial issue  is whether or not changing historical conditions have disabled longstanding realist  rituals of power." Specifically, he asks whether "developments in late capitalist society;"  like the "fiscal crisis of the state," and the "internationalization of capital," coupled with  "the presence of vastly destructive and highly automated nuclear arsenals [has] de-  prived statesmen of the latitude for competent performance of realist rituals of  power?"  157 Similarly, Cox argues that fundamental change occurs when there is a  "disjuncture" between "the stock of ideas people have about the nature of the world  and the practical problems that challenge them." He then writes, "Some of us think the  erstwhile dominant mental construct of neorealism is inadequate to confront the chal-  lenges of global politics today."158  It would be understandable if realists made such arguments, since they believe there  is an objective reality that largely determines which discourse will be dominant. Critical  theorists, however, emphasize that the world is socially constructed, and not shaped in  fundamental ways by objective factors. Anarchy, after all, is what we make of it. Yet  when critical theorists attempt to explain why realism may be losing its hegemonic  position, they too point to objective factors as the ultimate cause of change. Discourse,  so it appears, turns out not to be determinative, but mainly a reflection of developments  in the objective world. In short, it seems that when critical theorists who study inter-  national politics offer glimpses of their thinking about the causes of change in the real  world, they make arguments that directly contradict their own theory, but which appear  to be compatible with the theory they are challenging.159  
Fetishizing representations fails – it prevents real world change by ignoring how material structures and agency work to create policies 
Tuathail, ’96 [Gearoid, Department of Georgraphy at Virginia Polytechnic Institute, Political Geography, 15(6-7), p. 664, science direct]

While theoretical debates at academic conferences  are important to academics, the discourse and concerns of foreign-policy decision-  makers are quite different, so different that they constitute a distinctive problem-  solving, theory-averse, policy-making subculture. There is a danger that academics  assume that the discourses they engage are more significant in the practice of foreign  policy and the exercise of power than they really are. This is not, however, to  minimize the obvious importance of academia as a general institutional structure  among many that sustain certain epistemic communities in particular states.  In general, I do not disagree with Dalby’s fourth point about politics and discourse  except to note that his statement-‘Precisely because reality could be represented in  particular ways political decisions could be taken, troops and material moved and war  fought’-evades the important question of agency that I noted in my review essay. The  assumption that it is representations that make action possible is inadequate by itself.  Political, military and economic structures, institutions, discursive networks and  leadership are all crucial in explaining social action and should be theorized together  with representational practices. Both here and earlier, Dalby’s reasoning inclines  towards a form of idealism.  In response to Dalby’s fifth point (with its three subpoints), it is worth noting, first,  that his book is about the CPD, not the Reagan administration. He analyzes certain CPD  discourses, root the geographical reasoning practices of the Reagan administration nor  its public-policy reasoning on national security. Dalby’s book is narrowly textual; the  general contextuality of the Reagan administration is not dealt with. Second, let me  simply note that I find that the distinction between critical theorists and post-  structuralists is a little too rigidly and heroically drawn by Dalby and others. Third,  Dalby’s interpretation of the reconceptualization of national security in Moscow as  heavily influenced by dissident peace researchers in Europe is highly idealist, an  interpretation that ignores the structural and ideological crises facing the Soviet elite at  that time. Gorbachev’s reforms and his new security discourse were also strongly self-  interested, an ultimately futile attempt to save the Communist Party and a discredited  regime of power from disintegration.  The issues raised by Simon Dalby in his comment are important ones for all those  interested in the practice of critical geopolitics. While I agree with Dalby that questions  of discourse are extremely important ones for political geographers to engage, there is  a danger of fetishizing this concern with discourse so that we neglect the institutional  and the sociological, the materialist and the cultural, the political and the geographical  contexts within which particular discursive strategies become significant. Critical  geopolitics, in other words, should not be a prisoner of the sweeping ahistorical cant  that sometimes accompanies ‘poststructuralism nor convenient reading strategies like  the identity politics narrative; it needs to always be open to the patterned mess that is  human history.

Prior questions fail and paralyze politics
Owen 2 [David Owen, Reader of Political Theory at the Univ. of Southampton,  Millennium Vol 31 No 3 2002 p. 655-7]
Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.

1. Only the aff accesses their internal links – action to preserve something is the only way to prevent hierarchy – the negative enables you to selectively choose what should matter and what shouldn’t 
Cumminsky, 1996 (David, Associate Professor of Philosophy at Bates College and Ph.D. from UM, “Kantian Consequentialism”, p. 145-146)

In the next section, I will defend this interpretation of the duty of beneficence. For the sake of argument, however, let us first simply assume that beneficence does not require significant self-sacrifice and see what follows. Although Kant is unclear on this point, we will assume that significant self-sacrifices are supererogatory.11 Thus, if I must harm one in order to save many, the individual whom I will harm by my action is not morally required to affirm the action. On the other hand, I have a duty to do all that I can for those in need. As a consequence I am faced with a dilemma: If I act, I harm a person in a way that a rational being need not consent to; if I fail to act, then I do not do my duty to those in need and thereby fail to promote an objective end. Faced with such a choice, which horn of the dilemma is more consistent with the formula of the end-in-itself? We must not obscure the issue by characterizing this type of case as the sacrifice of individuals for some abstract "social entity." It is not a question of some persons having to bear the cost for some elusive "overall social good." Instead, the question is whether some persons must bear the inescapable cost for the sake of other persons. Robert Nozick, for example, argues that "to use a person in this way does not sufficiently respect and take account of the fact that he is a separate person, that his is the only life he has."12 But why is this not equally true of all those whom we do not save through our failure to act? By emphasizing solely the one who must bear the cost if we act, we fail to sufficiently respect and take account of the many other separate persons, each with only one life, who will bear the cost of our inaction. In such a situation, what would a conscientious Kantian agent, an agent motivated by the unconditional value of rational beings, choose? A morally good agent recognizes that the basis of all particular duties is the principle that "rational nature exists as an end in itself" (GMM 429). Rational nature as such is the supreme objective end of all conduct. If one truly believes that all rational beings have an equal value, then the rational solution to such a dilemma involves maximally promoting the lives and liberties of as many rational beings as possible (chapter 5). In order to avoid this conclusion, the non-consequentialist Kantian needs to justify agent-centered constraints. As we saw in chapter 1, however, even most Kantian deontologists recognize that agent-centered constraints require a non-value-based rationale. But we have seen that Kant's normative theory is based on an unconditionally valuable end. How can a concern for the value of rational beings lead to a refusal to sacrifice rational beings even when this would prevent other more extensive losses of rational beings? If the moral law is based on the value of rational beings and their ends, then what is the rationale for prohibiting a moral agent from maximally promoting these two tiers of value? If I sacrifice some for the sake of others, I do not use them arbitrarily, and I do not deny the unconditional value of rational beings. Persons may have "dignity, that is, an unconditional and incomparable worth" that transcends any market value (GMM 436), but persons also have a fundamental equality that dictates that some must sometimes give way for the sake of others (chapters 5 and 7). The concept of the end-in-itself does not support the view that we may never force another to bear some cost in order to benefit others. If one focuses on the equal value of all rational beings, then equal consideration suggests that one may have to sacrifice some to save many.


Framing argument is I don’t know what the link is – The 1AC is founded not on the Idea that Humans are somehow superior but that Humans are messing with the environment now and life on earth will become impossible soon – all life – not just human life

Permutation do the plan and embrace extinction as a thought experiment – the function of the alternative does not preclude the affirmative – we should advocate responding to global warming while also imagining a world where Humans die

Liberal democracy is key to the alt
Younkins, 04 – Professor of Business Administration, Wheeling Jesuit (Edward, The Flawed Doctrine of Nature's Intrinsic Value, Quebecois Libre 147, http://www.quebecoislibre.org/04/041015-17.htm, gender modified)

Environmentalists erroneously assign human values and concern to an amoral material sphere. When environmentalists talk about the nonhuman natural world, they commonly attribute human values to it, which, of course, are completely irrelevant to the nonhuman realm. For example, “nature” is incapable of being concerned with the possible extinction of any particular ephemeral species. Over 99 percent of all species of life that have ever existed on earth have been estimated to be extinct with the great majority of these perishing because of nonhuman factors. Nature cannot care about “biodiversity.” Humans happen to value biodiversity because it reflects the state of the natural world in which they currently live. Without humans, the beauty and spectacle of nature would not exist – such ideas can only exist in the mind of a rational valuer. These environmentalists fail to realize that value means having value to some valuer. To be a value some aspect of nature must be a value to some human being. People have the capacity to assign and to create value with respect to nonhuman existents. Nature, in the form of natural resources, does not exist independently of man. Men, choosing to act on their ideas, transform nature for human purposes. All resources are [hu]man-made. It is the application of human valuation to natural substances that makes them resources. Resources thus can be viewed as a function of human knowledge and action. By using their rationality and ingenuity, [humans] men affect nature, thereby enabling them to achieve progress. Mankind’s survival and flourishing depend upon the study of nature that includes all things, even man himself. Human beings are the highest level of nature in the known universe. Men are a distinct natural phenomenon as are fish, birds, rocks, etc. Their proper place in the hierarchical order of nature needs to be recognized. Unlike plants and animals, human beings have a conceptual faculty, free will, and a moral nature. Because morality involves the ability to choose, it follows that moral worth is related to human choice and action and that the agents of moral worth can also be said to have moral value. By rationally using his conceptual faculty, man can create values as judged by the standard of enhancing human life. The highest priority must be assigned to actions that enhance the lives of individual human beings. It is therefore morally fitting to make use of nature. Man’s environment includes all of his surroundings. When he creatively arranges his external material conditions, he is improving his environment to make it more useful to himself. Neither fixed nor finite, resources are, in essence, a product of the human mind through the application of science and technology. Our resources have been expanding over time as a result of our ever-increasing knowledge. Unlike plants and animals, human beings do much more than simply respond to environmental stimuli. Humans are free from nature’s determinism and thus are capable of choosing. Whereas plants and animals survive by adapting to nature, [humans] men sustain their lives by employing reason to adapt nature to them. People make valuations and judgments. Of all the created order, only the human person is capable of developing other resources, thereby enriching creation. The earth is a dynamic and developing system that we are not obliged to preserve forever as we have found it. Human inventiveness, a natural dimension of the world, has enabled us to do more with less. Those who proclaim the intrinsic value of nature view man as a destroyer of the intrinsically good. Because it is man’s rationality in the form of science and technology that permits him to transform nature, he is despised for his ability to reason that is portrayed as a corrupting influence. The power of reason offends radical environmentalists because it leads to abstract knowledge, science, technology, wealth, and capitalism. This antipathy for human achievements and aspirations involves the negation of human values and betrays an underlying nihilism of the environmental movement. 


Perm do the plan and throw into question an ideology of modernist-humanist action – their alt evidence says imagining extinction is only one way – we can imagine a new way of living and endorse the aff

Human-centered ethics necessitate protecting the environment—change is possible without adopting bio-centrism
Hwang, 03 [Kyung-sig, Professor in the Department of Philosophy at Seoul National University. “Apology for Environmental Anthropocentrism,” Asian Bioethics in the 21st Century, http://eubios.info/ABC4/abc4304.htm.]

The third view, which will be defended here, is that there is no need for a specifically ecological ethic to explain our obligations toward nature, that our moral rights and duties can satisfactorily be explained in terms of traditional, human-centered ethical theory.[4] In terms of this view, ecology bears on ethics and morality in that it brings out the far-reaching, extremely important effects of man's actions, that much that seemed simply to happen-extinction of species, depletion of resources, pollution, over rapid growth of population, undesirable, harmful, dangerous, and damaging uses of technology and science - is due to human actions that are controllable, preventable, by men and hence such that men can be held accountable for what occurs.  Ecology brings out that, often acting from the best motives, however, simply from short-sighted self-interest without regard for others living today and for those yet to be born, brings about very damaging and often irreversible changes in the environment, changes such as the extinction of plant and animal species, destruction of wilderness and valuable natural phenomena such as forests, lakes, rivers, seas. Many reproduce at a rate with which their environment cannot cope, so that damage is done, to and at the same time, those who are born are ill-fed, ill-clad, ill-sheltered, ill-educated.  Moralists concerned with the environment have pressed the need for a basic rethinking of the nature of our moral obligations in the light of the knowledge provided by ecology on the basis of personal, social, and species prudence, as well as on general moral grounds in terms of hitherto unrecognized and neglected duties in respect of other people, people now living and persons yet to be born, those of the third world, and those of future generation, and also in respect of preservation of natural species, wilderness, and valuable natural phenomena. Hence we find ecological moralists who adopt this third approach, writing to the effect that concern for our duties entail concern for our environment and the ecosystems it contains. Environmental ethics is concerned with the moral relation that holds between humans and the natural world, the ethical principles governing those relations determine our duties, obligations, and responsibilities with regard to the earth's natural environment and all the animals and plants inhabit it. A human-centered theory of environmental ethics holds that our moral duties with respect to the natural world are all ultimately derived from the duties we owe to one another as human beings. It is because we should respect the human rights, or should protect and promote the well being of humans, that we must place certain constraints on our treatment of the earth's environment and its non-human habitants.[5]

2. It’s try or die for the aff – either humanity and everything else are on the same playing field in which case human intervention is natural or people are distinct moral agents and intervention is evolutionarily inevitable 
Bookchin, 1995 (Murray, Founder of Social Ecology, Book: The Philosophy of Social Ecology: Essays on Dialectical Naturalism, pg. 139-140)

Biocentrists and Antihumanists can hardly have their cake and eat it too. Either humanity is a distinctive moral agent in the biosphere, that can practice an ecological stewardship of nature—or else it is “one” with the whole world of life and simply dissolves into it. If the latter is true, then human beings have a “biospheric right” to use the biosphere exclusively to suit their own ends, a “right” that cannot be denied any more than the leopard’s “right” to kill and feast on its prey, albeit less “efficiently” than human beings. At this point, antihumanists may change the whole level of the argument by replying that the despoliation of the earth by plundering “humans” (whoever they may be) will ultimately boomerang on the human species. But this turns their argument into a pragmatic problem of a purely instrumental character, reduces a problem in morality to a problem in engineering new technological fixes and the deployment of mere human cunning. Nature thus reverts to a Darwinian jungle that is morally neutral at best or engaged in a duel between human cunning and animal mindlessness at worst. On the other hand, if we understand that human beings are indeed moral agents because natural evolution confers upon them a clear responsibility toward the natural world, we cannot emphasize their unique attributes too strongly. For it is this unique ability to think conceptually and feel a deep empathy for the world of life that makes it possible for humanity to reverse the devastation it has inflicted on the biosphere and create a rational society. This implies not only that humanity, once it came into its own humanity as the actualization of its potentialities, could be a rational expression of nature’s creativity and fecundity, but that human intervention into natural processes could be as creative as natural evolution itself.

3. Subjectivism fails – valuing human actions is necessary to preserve ethics and the environment 
Ourderkirk 02 [Wayne Ourderkirk, Introduction to Land, Value, Community by J. Baird Callicott. University Press New York. Published 2002]

Not surprisingly these accounts of intrinsic value have provoked strong re-actions from other thinkers. In her essay, Wendy Donner criticizes Callicott’s modernist theory of intrinsic value, arguing that given its extreme subjectivism, the theory cannot “establish the conclusion that ecosystems and species are the primary bearers of value.” Rather, conscious valuers seem to be the primary carriers of value. Also, Donner claims that the theory fails to give us any general guidelines for sorting or balancing our ethical duties regarding vastly different kinds of things (individual organisms, endangered species, ecosystems), all of which it counts as intrinsically valuable. Finally she raises the specter of inhuman and inhumane decisions based on the alleged equality of intrinsic value throughout the biotic community. Intrinsic value in nature is as equally associated with the theory of Holmes Rolston III as it is with Callicott’s. Rolston, in his essay, maintains his conclusion that such value is not subjective in any way, but is fully objective. Among the themes that Rolston challenges is Callicott’s antidualistic naturalism. Although overcoming dualism may seem like a good idea, Rolston objects that “Naturalizing everything naturalizes too much.” Robbed of any contrasting class of the nonnnatural we no longer can sort the natural from the nonnatural, and we want to do so in guiding human behavior toward the environment. Otherwise, destructive human actions are as natural as benign ones. Rolston describes some of what he takes as clear differences between humans and nature, which we ignore at our peril. As for intrinsic value, Rolston finds serious problems with Callicott’s theory. For one thing, Callicott seems to take back his antidualism with his value theory. In saying that only we (or conscious beings) can value, he distinguishes between us and nature. In addition, Rolsten analyzes Callicott’s “projection” metaphor of intrinsic value and finds a serious problem. Because all the value comes from (is projected by) the conscious valuers, no value is actually located in nature. This repeats one of Donner’s criticisms, but Rolston elaborates and deepens it, locating problems and confusions in Callicott’s terminology and his mislocation of value. Rolston argues for his own objective account of intrinsic value, because, among other things, it is simpler, discovering values already present before we humans arrive, not requiring the added process of “projection”.
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